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Part 1

Theoretical Mechanics



Chapter 1

Newtonian mechanics

“The initial state of a mechanical sys-
tem (the totality of positions and ve-
locities of its points at some moment
of time) uniquely determines all of its
motion.

It is hard to doubt this fact, since we
learn it very early. One can imagine
a world in which to determine the fu-
ture of a system one must also know
the acceleration at the initial mo-
ment, but experience shows us that
our world is not like this.”

Viadimir Arnold “Mathematical
Methods of Classical Mechanics"

Newtonian mechanics studies the motion of a system of point masses in three-dimensional euclidean
space. Newton’s equations allow one to solve completely a series of important problems in mechanics,

including the problem of motion in a central force field.

1.1 Conservative forces

Let us assume that a point particle moves under a force F = F(7(t)) that depends on the radius-

vector 7(t) but does not depend on the velocity 7.

Definition 1. Work which is done by a force to move particle along the trajectory ~ from the

position 7 to 75 is defined as

1

™ b2 dr
le(’y) = / F.dr= / F(’F(t)) - —dt.
T t

dt

1

Definition 2. A force is called conservative if Wi does not depend on the path connecting the

initial and final points.

We have several characterisations of a conservative force.



e If a force is conservative then the work along any closed path vanishes: W = 0. Indeed,
Wia(v1) = Wia(y2) = —Wai(72), so that the work over the closed path Wia(y1)+Wai(v2) = 0.
This can be written as

f{ F-di=0.

e A force is conservative if and only if there exists a scalar function U(7) on R? such that
F=-VU.

The function U is called potential. The minus sign in the above formula is chosen in such a
way that the force is directed towards decreasing of the potential.

Let us prove an equivalence of these two definitions. Suppose first that U exists and F =_VU. Let
us show that work does not depend on a path. We have

t2 dr t2 L qF 2 qu _, -
ng_/tl F(i(t)) - - dt = 5 VU - —dt = 3 o 4 =U00)) — U((tz)).

Thus, W15 does not depend on a path and, therefore, F is conservative. Oppositely, assume that
W12 does not depend on a path. Then, the following function is well-defined

/ () - dit = /FF’ —dt

From here we get

dU = dr - dr ~ -

Some remarks are in order. A potential is defined up to an additive constant ¢, as V(U 4 ¢) = VU.
Finally, the work from moving at position 7| to a position 75 is given by a difference of potentials
and does not depend on the form of a trajectory

)
Wiy = — / dU = U(H) ~U(R), dU = VUdF.

71
There is a third definition of a conservative fourse.
e Force is conservative if and only if the curl of F vanishes
VxF=0.

The proof goes as follows. If F = fﬁU then VX F = -V x VU = 0 by the known formula of
the mathematlcal analysis. Oppositely, takmg any closed pass 7y in a simply connected region where
VxF= 0, we compute circulation of F over this path by using the Stokes theorem

]fﬁ.dfzfﬁxﬁdszo,
0 S

where S is any smooth, orientable surface whose boundary is . Thus, circulation vanishes for any
closed path, i.e. F' is conservative.

Examples of conservative forces

10
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1. Homogeneous force F = const. Then F = —VU , U= —F -7 . For instance, the homogeneous
gravitational field of the Earth F' = —mge,, U = mgz.

7o

|

2. Harmonic oscillator
F=—k7, U=

F||7 is always conservative. For instance, Newton’s gravitational

T

3. Central field F = f(|7]) - 5
= mimsa 7 U—— mimso .
r

force
F=x .3

1.2 Kinetic and potential energy. Conservation of energy

Consider Newton’s equations

where we assume that F is a conservative force. We multiply this equation with 7 and get

mr -7 = F(7) - F.

The left hand side can obviously be represented in the form
md - - Lo
TR RA=F-7 1.1
> (11.1)
Definition 3. The quantity
IO P

is called kinetic energy of a particle.

We then integrate (I.1.1])
to d to L.
/ dt—T:/ F - 7dt,

. dt .

1

T(tz) - T(tl) = W

so that
Since F = —ﬁU, we have
L . 2 qu
T(ts) — T(ty) = —/ VU -t — —/ W o~ Uty) - Uta).
4 . dt
From here we deduce that
T(t1) +U(t1) = T(t2) + U(t2).

Thus, the quantity £ =T 4 U does not depend on time. It is called the total energy of the system.
For a conservative force the total energy of a system is conserved along particle’s trajectory. This

can be checked directly by computing the time derivative of the total energy

dE dT dU md: = - - -

_ _md e Br (e BV — 0.

i @t T a T 2a TVUrEmT " (ni,_lr 0
Newton

11
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Figure 1.1: Motion in a typical potential.

1.3 One-dimensional systems

In most cases (for example, in the three-body problem) we can neither solve the system of differential
equations nor completely describe the behavior of the solutions. Here we consider a few simple but
important problems for which Newton’s equations can be solved.

One example is provided by one-dimensional systems. For one-dimensional systems Newton’s
equation is

ma =F
and F = F(x) is always conservative as there is always exists such U that F' = —%—g. Energy
m dE
E = T = —7q 2 _— = .
+U 5 =+ U, 7 0
Thus, fixing the value of F, we get
dx 2
t=—=44/—(E-U).
‘ dt m( )

We proceed by separating the differentials

d wz(tz) d / to
x =dt = < —/ dt =t — 1.
t1

2 (5 - U(2)) n) \[Z(E-U@)

Consider a motion in a given potential, see Fig. There should be
T>0 = FE>U = E>U(x).
For F = FE; the particle can only be in regions
za<z<zp (1)

zo <zw (2)

12



(1) Periodic motion around equilibrium point z,. Here the turning points are x4 and zp.
The position of equilibrium coinsides with extrema of the potential, i.e.

av 0 d?U | > 0 stable equilibrium
de dr? ~ | < 0 unstable equilibrium

Then U is minimal then 7' is maximal and at * = x¢ the particle has its highest velocity. On the
other hand,
El:U(.’L’A):U((EB) = T =0 jj(tT:xA,B):O.

The period of motion is
/"”B dx
T=2 _— .
w2 - U@)

Consider small oscillations around equilibrium. Expand the potential in Teylor series

1d°U

dU
Ulw) =Ul@o) + 20 .. 24z

const

(x — x0)% + 0((:C - x0)2>.

=0

We can always choose U(zg) to be zero as U is defined up to an additive constant. The second term
is zero because the potential is expanded around minimum. Next we set
1d*U

5 dl’Z T=Tg

1
(x —x0)* = imwQ(a: —20)?

with
, 1d*U
w

m d.’IJ2 =z

being the frequency of oscillations. Thus, the frequency of small oscillations around equilibrium
is determined by the second derivative of the potential at the equilibrium point multiplied by the
inverse of mass. Around equilibrium a potential can always be approximated by a parabola.

(2) Unbounded motion E = E,. In this case particle runs at infinity x = co.

1.4 Motion of a system of N particles

So far we have considered just one particle and its Newton’s equation
mr=F.

For a system of N particles we have

mi, =F;, i=1,...,N.

This is a system of 3N coupled differential equations and its solution requites 2-:3N = 6N integration
constants, given by

Definition 4. The kinetic energy of a system of N particles is
N o
T=Y" - U T
i=1

13



0

Figure 1.2: For two points central forces are equal in magnitude and act in opposite directions along
the straight line joining the points.

We assume that forces F; do not depend on velocities, there is no friction and no explicit time
dependence

F, = Fi(7,...,7x).

Definition 5. Forces ﬁi are called conservative if the path integral

N to d_,
- dr;
S ARG
=1 Y1, dt
does not depend on a path.
Forces F‘z are conservative precisely when there exists a function U(7, ..., 7x) such that

Fy = —VU(7, ..., 7N,

where

The proof is the same as for one particle. This means that all forces F. can be expressed via one

scalar function U(7y,...,T

Example. Central force between two particles. Newton’s equations are

— —

ﬂ o T1—T2
- T —Tr2)iT =
Fm =Pl

mli"l = F1
mofy = Fy=—Fp,
where F; = F}5 is a force applied on mass mq and Fy = Fy; is a force applied on mass msy. Here

7 — 7| = /(7L — 72) - (71 — 72) = V(21 — 22)2 + (1 — ¥2)? + (21 — 22)2.

14



We look for the potential U (|7 — 72|). We have

oU ;L1 — X2 oU ;L1 — X2

dry A —m| By P -

and similarly for other components y; 2 and 21 2. Thus, we see that ﬁlU =U’ E:%l and, therefore,

Fy = -V U, provided U’ =f.

Also, . . .
Fy=-VoU =-F;.

The total energy is
my - mag - L
E= 717?% + 727:3 +U(|F — 7).

For instance for a gravitational field between two masses

f= Ymims — U=_

| — 2 |7y — 7o

ymims

Central forces are always conservative.
Definition 6. Momentum of a ith particle is

pi = mT; = mu; .

The total momentum is

P=>"p;.

=1

Definition 7. Center of massﬂ (also known as center of inertia) is defined as the following vector

i=1

where M is the total mass.
Some remarks are in order.
1. Evolution equation for the center of mass is determined by the total momentum
. N
MR=> m;=P.
i=1
2. With the notion of momentum Newton’s equations can be written as
pi=F;.

Definition 8. Internal forces are the forces that act between N particles. External forces are the
forces that act on particles outside the system.

Tt astronomy it is called barycenter.

15



Examples of internal forces constitute gravitation force and electromagnetic force. In general we

have

N
Fy = F/(f)+ Y _ Fy. (1.1.2)
j=1

A force F;-j is the force that jth particle exerts in ith particle.

The total momentum is conserved if the sum of all external forces vanishes. Indeed,

N N

dP ZN ) 3 ZN ) -3 ZN .
i=1 j=1 1j=1

i=1 i=
as ﬁij = —ﬁﬂ
Definition 9. Angular momentum of a particle is defined as
L=Fxp=mFx¥

and for ithe particle

The total angular momentum is

Definition 10. Torque N is defined as

For a system of particles interacting by central forces the total momentum is conserved. The proof

goes as follows. Consider the torque

dj = Zmz%(ﬁXﬁ)zzmz(ﬂXﬁ)—FZmZ(FLsz):ZF‘Zxi‘z
= SNk By = S (A Byt x B = LS [Fx By By
2 i i g

J
= SIS x By =0,
ig

because the vector 7; — 7 is collinear to the vector ﬁij, see Fig.

1.5 Two-body problem

Two body problem: two particles interacting by means of internal forces.

16



1.5.1 General solution

Since we have only two particles, we can denote ﬁlg — F and write Newton’s equations as
mﬂ%l = F,
mg’}?’g = —ﬁ.

These formula reflect the third Newton’s law: actio = reactio. Consider the sum and the difference
of these two equations

o

M1t + Moty =

(1.1.3)

t‘ijl

M1F1 — mQFQ = 2

Introducing the center of mass

EZM(W1F1+W2F2)7 M =mq +ma,

we see that the first equation in 1D implies that R= 0, so that the center of mass performs the
uniform and rectilinear motion
R=1%yt+ Ry.
Now we can describe a relative motion around the center of mass. Introduce
N o mims

e T

Here 7 is called relative coordinate and p is reduced mass. We have

F=7T] —Th =
1 2

- . F F /1 1
Rl

that is

which is the only equation left to solve.

The total energy is

1 . 1 .
E:T—#U:imlf?—!—imlfg—!—U(r)

The total angular momentum is
L:m1’171 ><7_"1—|—m27_”2 XFQ.

One can show that these quantities can be spit into separately conserved quantities associated with
the center of mass and the ones corresponding to the relative motion. Namely,

1. E=Eoy+ B, whete Ecy=AMRE?,  Eoq=1pi®+U(r).

2. Ecy = Era = 0.

—

3. L=Lom+ L, where Loy =MRxR, L= pfxr.

-

CM:Lr01:0~

-~
-



The proof of these statements is in Tutorial II. What is especially important is that Lol = LT X 7
is conserved during the time evolution

Lrel
dt

i.e. Ly remains constant all the time. This means that the relative motion happens in the plane
orthogonal to the vector L,e. This follows from the fact that

:O7

and meaning that the vectors 7 and 7 lie in the plane orthogonal to Erelﬁ Thus, without loss of
generality, we can choose a coordinate system such that Ly has only one non-trivial component
Lel = (€., { = 0 and, therefore z = 0 = %. Then the motion happens in the two-dimensional plane
(z,y), in particular

Lia = plag —y)e. = €= play —yd).
As we have just discussed, £ is an integral of motion in addition to F..

On the two-dimensional plane we introduce polar coordinates
T =TCosp, y=rsing,

and compute £. We have
14
— = 1 cos (s + rcos pP) — 1 sin (fcesE — rsin pP) = rp.
1

Thus, during the time evolution of our two-body system the quantity ¢ = ur?¢ remains constant.
This is nothing else but the conservation law of angular momentum, as originally discovered by
Kepler through his observations of the motion of Mars. The quantity ¢ has a simple geometric
meaning. Kepler introduced the sectorial velocity vs:

AA

Vg = 11m ——
S Ats0 At

where AA is the area of an infinitesimal sector swept by the radius-vector g for time At:
1 9 1
AA = 3" roAt + O(At%) ~ 5" 2oAt.
This equation expresses the second law by Kepler: in equal times the radius vector sweeps out equal

areas, hence the sectorial velocity is constant. This is one of the formulations of the conservation
law of angular momentum.

Now we rewrite the relative energy in polar coordinates. For simplicity we redefine the notation
E..q = E. We have

1 . 1
Ea=E = spr+U(r) = 5u@* +§°) + U(r)
1
= S (7 cos ¢ — rsinpp)? + (Fsingp + rcos pp)? | +U(r).
From here we get

E= ’g(r + 2o+ U(r).

2Three points (lying not on one line) uniquely define a plane that passes through them.

18



Figure 1.3: The 2nd Kepler law: the sectorial velocity vy = %ﬁ is constant.

Now the conservation law of ¢ can be used to exclude ¢, namely,

N/
90 - /J/I”Q
so that the energy integral reads as
W . 2 1, 2
E=4( )+U() =5 Ur).
5 7 122 +U(r) T+ 57 +U(r)

This can be written as

1
E = §I’LT2 +Ueff7

where we have introduced an effective potential

62

U =
o o2

+U(r).

Thus, the problem is reduced to a one-dimensional one!
Initially, we started with 6 degrees of freedom of two bod-
ies. Separating the motion of the center of mass, we re-
duced the number of degrees of freedom to 3. Conserva-
tion of angular momentum left us with two degrees of free-
dom on a plane and, simultaneously, allowed us to remove El
the angle variable leaving us with just one-dimensional
problem for 7.

Time evolution. Fixing the value of energy F, we sep- Tmin Fmax r
arate the variables as was discussed above
dr . . .
dt = + Figure 1.4: Effective potential.

2(E ~ Uua(r))

19



A

Figure 1.5: The left picture shows an orbit of a point in a central field. The right picture shows an
orbit everywhere dense in an annulus.

so that the time evolution r = r(¢) will be determined
from

T d !
t—ty = i/ " .
T0 %(E — Ueff(T’))

Form of the trajectory. One can also derive the form of the trajectory r = r(y) directly, i.e.
without appealing to first finding r(¢) and ¢(t). Indeed, along the trajectory we have

dr(e) _ dr
at dp?”
so that
dr ¥
+,/2(E ==
(E - Uua(r)) = T
From here

that yields upon integration

" 1 " dr’
¥ — Yo = .
V2 Jry 72\/E — Uegt (1)

This is an equation defining the trajectory for given values of E and /.

These considerations complete the general solution of the two-body problem. Further progress relies
on specification of the potential U(r).

Qualitative behaviour of orbits. The qualitative behaviour of orbits can be understood from
the graph of the effective potential U.g, see Fig. All orbits corresponding to the given E and /¢
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Figure 1.6: Effective potential of the Kepler problem.

are in the region Ueg(r) < E. On the boundaries of this region U.g = F, so that # = 0. However,
the point continues to move because at these points ¢ # 0. The inequality U.g(r) < E gives one or
several annular regions in the plane

OSTmiDSTSTmaXSOO.

If 7min < 7 < rpax < 00, then the motion is bounded and takes place inside the annulus between
the circles with radius ryin, and rpax. The shape of the orbit is shown on the left picture of Fig.
The angle ¢ varies monotonically, while r oscillates between 7y, and rya.x. The points where
r = rmin are called pericentral, and where r = 7.5, apocentral (if the center is the earth — perigee
and apogee; if it is the sun — perihelion and aphelion; if it is the moon — perilune and apolune).

In general the orbit is not closed. The angle ® between successive pericenters and apocenters is
given by

B g Tmax dr/
Vv 2:“ Tmin ' V E - Ueff (7"/) '

The angle between two successive pericenters is twice big. The orbit is closed if 2® is commensurable
(rationally comparable) with 27, i.e. if 2& = 27, where m, n are integers. Then after repetition
n times the period of time between reaching two successive apocenters, the radius-vector will make
m full revolutions and return to its original position, i.e. the trajectory will close. If 2® is not
commensurable with 27 then the orbit is everywhere dense on the annulus. If ryi = rmax, t-e. E
is at minimum of Ueg, then the annulus degenerates into a circle, which is also the orbit.

P

Determination of a central potential for which all bounded orbits are closed is known as the Bertrand
problem. Remarkably, it appears that there are only two potentials for which all bounded orbits are
closed. They are

and

The first is the spacial harmonic oscillator potential, the second one is Newton’s gravitational poten-
tial. For k > 0 the potential is attractive. Motion in Newton’s gravitational potential is the famous
Kepler problem of planetary motion, which we now consider.
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1.5.2 Kepler problem

Equation for trajectories. Consider Newton’s potential U(r) = —%, k > 0. The equation defining
the trajectory will be then

) / /T dr’ / /r r
)= =
v V20 r2\/E — U.g V21 2, E + % _ 2

QMT/2

This integral can be computed explicitly. To this end, we make the change of variables

and get

dx

2E | 2uk '
VEE + e

BS
=
I
|
\‘

The right hand side here is the standard integral

/%Z—arccos<%>7 62+’Y>0
v+2B8r—a v

We therefore identify

uk 2uF
/8 = ﬁ ) Y= £2 .
In particular, 3%+~ = “Zfz + ZZLQE >0, ie E> —%, where —% is the minimum of the effective

potential, see Fig. (|1.6)). In this way we get

1_ uk Co_q
(r) = arccos (w) = arccos (“kr2> . (I.1.4)
/ueic + 2,;2}3 1+ zﬁez

Defining the following quantities
— ﬁ ¢ = 1 + @
p - ]{i/.l/ ’ - ,Uk2 9

we can write the equation for the orbit in the form

__
1+ecosp

This is the so-called focal equation of a conic section, see Fig. [I.7] When ¢ < 1, i.e. E < 0, the
conic section is an ellipse. The number p is called the parameter of the ellipse and ¢ the eccentricity.
The motion is bounded for E < 0, as is seen from the graph of the effective potential Fig.

Note that in ([.1.4) the integration constant was set to zero which corresponds to the choice of the
reference point for the angle ¢ at the pericenter: @ (rmin) = 0, where

2B\  k _k(e2-1) p
2F C2F 14e¢ 1+4c¢’

k
min — 55 -1 1 =_—(e—1 gy
r 2E< + +Hk2 (e—1)
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Figure 1.7: Three conic sections: parabola e = 1, ellipse e < 1 and hyperbola e > 1.

Elliptic orbits and Kepler’s laws. For an elliptic orbit corresponding ¢ < 1, we further notice
three distinguished points

p
= 0 r= Tmin »
4 1+e
T
= — T =
¥ 9 )
_ p
p = T

which give us certain geometric intuition about various quantities appearing in the description of
elliptic orbits, see Fig. In particular, the major semi-axis a is determined as
p p 2p

2a = = .
@ 1—e+1+e 1—e2

We also have
P ep

Tl4e 1-¢°
From the last two equations the eccentricity can be determined via the major semi-axes as

c_C_Ver-b ) B
T a a - a?’

We can now formulate the Kepler laws:

c=a

1) The first law: planets describe ellipses with the Sun at one focus.
2) The second law: the sectorial velocity is constant.

3) The third law: the period of revolution around an elliptical orbit depends only on the size of
the major semi-axes. The squares of the revolution periods of two planets on different elliptical
orbits have the same ratio as the cubes of their major semi-axes.

The third law follows from the following considerations. Let T be a revolutionary period and A
be the area swept out by the radius vector over the period. An ellipse with the semi-axes a and b
encompasses the area

p? p? wkl
A=mab=7a’V/1—-2=m—"" /1 —¢2= - = ;
e ey TA—ef (A
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Figure 1.8: Keplerian ellipse: semi-axes a, b, parameter p and eccentricity e.

where we have taken into account that

__k _ Kk
e=175= SE] (1.1.5)

On the other hand, since the sectorial velocity v, is constant, we have

T T
/ vS:/ dt@:A, — vstiT:A,

I
that is,
TR T O N R
o (V2ED? &

It is interesting that according to ([.1.5) the total energy depends only on the major semi-axis a
and it is the same for the whole set of elliptical orbits from a circle of radius a to a line segment of
length 2a. The value of the second semi-axis depends on the angular momentum |

Kepler’s three laws of planetary motion, published around 1610, were the result of his pioneering
analysis of observations and laid the groundwork for Newton’s great advances. The second law, the
conservation of sectorial velocity, is a general theorem for central force motion. However, the first
— that planets move in elliptical orbits around the Sun at one focus — and the third are restricted
specifically to the inverse-square law of force. Eccentricities of planets in the solar system are rather
small, see Table so the planet’s orbits are almost circular.

Hyperbolic orbits. For £ > 0 the motion is infinite. If £ > 0, them ¢ > 1 and the trajectory is a
hyperbola that snakes around the center of the field (focus). The distance to pericenter is

p
min — = -1 )
r o a(e )

where

__p _ K — 2 2 _ 2 — P
= = = = 1=
a 2 Pk b \/c a a\/e o

3 An elementary derivation of the 3rd Kepler law can be done by assuming that the orbits are circular. In that case

the centrifugal force mwv2/r, where r is the radius of the orbit and v is the linear velocity should be balanced by the
2
gravitational force: ™7~ = 'y";éw, r.e. v = 'y%. The period of revolution is then T' = ? = %r?’ﬂ

3rd Kepler law T ~ r3/2.

, hence the
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Figure 1.9: For E > 0 the motion goes over a hyperbolic trajectory. Here O is one of the two foci
and is a force center.

are the semi-axes of the hyperbola (a is the major semi-axis). To demonstrate that we indeed obtain
the hyperbola, we compute x and y and verify that the obey the canonical equation of the hyperbola

2 2
N
a? b
From Fig. we read off
pcosp pe p e+ cosp
T = —TCoS ae = — = .
v 1+ecosp e2—1 e2—11+¢ecosy
and
. psinp
=rsing = ——.
Y 14 1+ ecosy

Thus, after some algebraic manipulations we arrive at

ﬁiyj _ (¢ + cos ¢)? B (e —1)sin? ¢ _1
a? b2 (1+4cecosyp)? (1+ecosp)?

)

confirming that the trajectory is a hyperbola.

In the case E = 0 the eccentricity ¢ = 1 and a particle moves over parabola with the distance to the
pericentum ry,i, = p/2. This case is realised when a particle starts its motion at infinite with zero
initial velocity.

Laplace-Runge-Lenz vector. It turns out that the Kepler problem with its specific potential
(with any sign of k) admits one more non-trivial conserved quantity that is absent for a generic
central potential: the Laplace-Runge-Lenz vecto A

—

- s o T
AZ’I“XLrel—kf.
r

Its conservation is proved in Tutorial I'V. The existence of the Laplace-Runge-Lenz vector suggests
that the Kepler problem has a hidden symmetry and this turns out to be so(4) ~ su(2) @ su(2).

41t was actually discovered by Jacob Hermann (16 July 1678-11 July 1733), a mathematician who worked on
problems in classical mechanics.
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Figure 1.10: True anomaly ¢, eccentric anomaly u and their relation.

Solving Kepler’s equation. The last step in solving Kepler’s problem is to determine the evolution
laws along the already established elliptic orbitE| This is most easily done in terms of the so-called
eccentric anomaly u, rather than in terms of the true anomaly ¢. Looking at Fig. [[.10] it is easy to
see that

rcosyp +ae =acosu,

where ¢ = ae is half the distance between two foci. Expressing the product r cos ¢ from the equation
r=p/(1+ecosy), we get
r=a(l —ecosu).

Now we have two expressions for the radius r

B =r=ua(l—eccosu),
1+ecose

from which we can find the relation between the true and eccentric anomalies, namely

1—¢? ¢ —Ccosu
—— =1—¢cosu — cCcoOsp=—"——
1+ecosy ecosu — 1

and furtherﬂ
© 1+ U

tan — = tan — .
2 1—e 2

5We do it here for an elliptic orbit only.
61t is convenient to express cos ¢ and cosu with the tangent of the corresponding half-argument, cf. formulae on

Fig
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Introducing the coordinate system as shown in Fig. [[.I0} we can express the cartesian coordinates
(z,y) of a point on the orbit via the eccentric anomaly u. Namely,

x =acosu—ae = a(cosu —e). (I.1.6)
As to y, we have
2tan £ 2 %Etan%
=rsinp =a(l —ecosu)—5— = a(l — ecosu .
Y 4 ( )1 + tan? £ ( )1 %*E tan® ¥

Further simplification of the right hand side of the last formula gives
y=ayv/1—¢sinu. (I.1.7)
Now we recall that £ = urzqﬁ is an integral of motion. We can rewrite it in cartesian coordinates
0= pr’é = p(zy — yi) .
Substituting here the formulae and , we get the following differential equation

d
£:ua2\/1—22(1—ecosu)d—$. (I.1.8)
Separating the variables
14
—————dt =du —edsinu
na?v/1 — e?
and integrating, one finds the famous Kepler’s equation
i (t—to) =¢ d (1.1.9)
u—esinu=n(t—ty) =(, n= ———. d.
0 pna?y/1 — e2
The function ¢ depends linearly on time and is called mean anomaly.
Equation (I.1.9) can be solved in terms of power series and the solution is given by
2 Tm(me)
O = 2 — i . [.1.10
u(e,§) = ¢+ mz_:l = sinm¢ (L.1.10)

Here J,,,(2) is the Bessel function and the series converges for e < 1.

The derivation of is carried out as follows. It is clear that the solution is a function
u = u(e, ) and from the equation is clear that if we change ¢ — ¢ + 27 and simultaneously change
u — u + 27 then the equation will remain invariant. Thus, u(¢) — ¢ is periodic in ¢ with period 2,
therefore it can be expanded in a Fourier series. Differentiating , we obtain

dv_ 1 _ o),

ch ~ 1—ccosu
where f(¢) must be periodic and, therefore, admits an expansion
1 oo )
f(¢) = 500 + Z A cOsMC + Z by sinm(
m=1 m=1
where the corresponding coefficients are

27 27 27
w== [ £Od, am=={ FQ)cosmCdl, b=~ /O F() sinmcdc.

™ Jo ™ Jo s
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Celestlal | Mean Distance Perlod of Perlod of Eccentriclty | Equatorial Mass Denslty
Object from Sun Revolution Rotatlon at Equator of Orbit Dlameter (Earth = 1) (g/cm?)
(milionkm) | (d=days) (y=years) (km)

SUN — — 27d —| 1,392,000 | 333,000.00 1.4
MERCURY 57.9 88 d 59d 0.206 4,879 0.06 54
VENUS 108.2 224.7d 243 d 0.007 12,104 0.82 5.2
EARTH 149.6 365.26 d 23h56 min4ds 0.017 12,756 1.00 55
MARS 227.9 687d| 24h37min23s 0.093 6,794 0.11 3.9
JUPITER 778.4 119y 9h50min30s 0.048 142,984 317.83 1.3
SATURN 1,426.7 295y 10 h 14 min 0.054 120,536 95.16 0.7
URANUS 2,871.0 840y 17 h 14 min 0.047 51,118 14.54 1.3
NEPTUNE 4,498.3 1648y 16 h 0.009 49,528 17.15 1.8
A I 27.3d 273d|  oo0ss| 3476 001| 33

Figure 1.11: Solar system data.

From Kepler’s equation one can see that u(—¢) = —u(¢) and, therefore, the derivative d—’é is an even
function of (. Consequently, the coefficients b,, vanish. Thus, we have

du 1 /27T d¢ n = cosmd /27T cos mCdC
0

dic o 1 —ecosu 1 —ecosu
1 2m oo 2m
= 5 du Z cosﬁm( /0 cosm(u — esinu)du.

m=1

Now one needs to recall the definition of the Bessel function

1 27 OO 9)ym+2k
Im(z) = ﬂ/ cos(ma — zsinz)d Z o nj/+>k) .
0 =0

Therefore,

du

ac = 1+2 Z Jm(me) cosm( .

m—1

It remains to integrate this formula with respect to ¢ and get ([.1.10]).

1.5.3 Scattering

So far we have discussed the behaviour of two particles that interacted through an attractive two-
body central potential. We discussed the nature of bounded and unbounded orbits which might
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Figure 1.12: Scattering in a repulsive potential. The impact parameter b replaces angular momentum
£. The scattering angle © is a function of b.

appear, and quantitatively described the orbits in the case of the Kepler problem. However, we can
also consider the case of a repulsive central potential. In this case, the two particles will not orbit
each other - they will at most approach each other, before the repulsive potential causes them to move
away from each other, and never meet again. Such a behaviour is typically referred to as scattering,
see Fig. [[L1I2] This type of scenario is incredibly important in a wide range of physics, especially in
condensed matter systems (where neutrons being scattered of a material reveal information about the
microscopic details of the material) and in high energy physics (where scattering elementary particles
against each other can reveal information about the existence of new fundamental particles). It is
scattering of o particles bombarding a gold foli that led Rutherford to the discovery of the atomic
kernel.

We consider elastic scattering which means that in the scattering process particles do not change.
Denote by 4, U2 the particle velocities before the interaction and o, ¥ after. We have

e Conservation of energy

1 1 1 1
iml'l_}? + imz'l_)g = iml'l_)’? + §m2%2 .

o Conservation of momentum

- 5/ —
Myt + matly = M9 + mals .

In total there are 4 equations for 6 unknowns, which are ¥ and #,. This leaves us with 6 — 4 = 2
unknowns. However, the angular momentum is conserved, therefore, scattering happens on a plane,
this leaves only one unknown which is scattering angle.

To proceed, we separate the relative motion from the motion of the center of mass. We have

1 ., : .
Eio = §MT +U(r), Fwa=0, tl}gloo U(r(t))=0.

Requiring the potential to vanish at asymptotically infinite times, we have the following asymptotic
condition on the energy

. . 1 9 lﬂ’l_)aa t—>—OO,
tljl_trgloErd*tli%loiur { guff@, t— 400.
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From conservation of energy it is then follows that
0] =
Now our task is to obtain the scattering angle O, see Fig. [I.12]

Impact parameter. Consider the angular momentum Ly = [T P = Le,, where £ = ur3p.
Evaluating the integral £ at a moment ¢, we have

0= pr(t)o(t)sina(t) = po(t) [r(t) sina(t)]

=

where r(t) and v(t) are lengths of vectors 7(t) and ©(t) = 7(t), respectively, a(t) is an angle between
7(t) and ¥(t). Asymptotically, as ¢ — —oo, v(t) tends to the initial velocity v, while a(t) tens to
m — (). Thus, asymptotically,
r(t)sina(t) — r(t) sin(r — @(t)) = r(t) sin(p(t)) — b,
as is seen from Fig. [[.12] Thus, in the limit ¢ — —oco, we find
{ = pvb.

This formula allows one to trade the angular momentum ¢ for the impact parameter b and the initial
velocity v. We therefore have

0= pob = pr?p = ¢=—>0.
r

The fact that ¢ is positive shows that ¢ monotonically grows starting from ¢ = 0 when time increases
from —oo to +o0.

Equation for the trajectory. Further, we have

Y4 dr
dp =+
4 V2012 /E — Usg(r)

For the repulsive Coulomb potential

k
U=—-, k>0,
r
the effective potential
L
o 2ur?

is a function that monotonically decreases from +oco to zero for r running from 0 to co. The energy
of a particle can only be positive and the motion is always infinite (scattering).

The particle trajectory is symmetric with respect to the line that passes through the scattering
center O and the point of the trajectory closest to O. On the right half of the trajectory, we have

V4 dr
V2012 /E —Ueg(r)

dp = —

because decreasing of r corresponds to increasing of . We then integrate

_/“”d _ / /7" dr’ ! /OO dr’
4 0 4 V20 Joo 72/ E — Ueg (") V21 Jyr T’QN/E*UCH"(T/).
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Substituting here Uy as well as £ = pvb and E = %,uvz, we get

¢=b/

The change of variables u = 1/r yields

#,U2rl

/ /1 u—bQu2 / u—62u2

First we compute the indefinite integraﬂ

/ bdu . but —b,fvg
= arcsil ——.
1/1—}12—521;—()2712 1+ 2b2v4

Then, for the definite one we will find the following answer

. T buv? . buv?
@ = arcsll ——— ——= — aIrcsin
u2b2v 1 u2b2vt

This formula can be further simplified by using the identity

arcsin x — arcsin y = arccos <\/ 1—22/1—9y2+ xy) , T>y.

Namely, we obtain the equation describing the orbit

2 2 4 >
1 ure? o Vet 1 '
(p = arccos 1+224 wr - ,
or solving this equation for r
b csc?€
cot 5 — pbv2

This solution satisfies correct boundary condition ¢|,—oc = 0. The minimal distance (periapsis)
from the force center to the orbit is given by the is a positive root of

_2k_ﬁ20
wvr 2 ’
which is
14 /14 2t k
Tmin = kT = (1+e),

where we have taken into account the expression for eccentricity

280 b2 2ot
1+ —= /{i2 1+ 2

(L1.12)

7See e.g. 1. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series and products, Academic Press, 1965, page
81, integral 2.261.
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Impact parameter as a function of the scattering angle. From Fig. we conclude that
the angle ® is then given by

1 1
® = p(T'min) = AICCOS —————= = arccos — .
The scattering angle is computed via @ as
O=1—-20.

Thus,

S} 1

sin§ = sin (g —<I>> =cos® = -
and from here it follows that o -
b v
t? - =e¢?—1=

cot” 5 =e 2

This allows us to express the impact parameter in terms of the scattering angle

k

One remark is in order. Equation (I.1.11]) for the trajectory r = r(p) exhibits a pole at ¢o where

cot, LA K
2 1bv?

This pole corresponds to the angle ¢y = 2® when 7 — 0o on the outgoing branch of the trajectory.
Indeed, since cos ® = 1/e, we find

©o cos® 1 1 1 k
(0] = " = — = = 5
2 sin® e \/1 — %2 Ve2—1  pbv?

where we have used (I.1.12]).

Trajectory is a hyperbola. Equation ([.1.11)), although looks complicated, still defines a hyper-

bola. To see this, we will use that cot ® = oz SO that

() b ocsc? € b 1 b 1
r(p = - = — = — -
2ot —cot® 22 g (o beotp—cotd)  Zein £ (ko - Slect)
b sin ® _ bsin ®
252 (sin® —sin(p — @))  2sin §sin H52
2 cos & sin 24);“’
Thus, we finally obtain
bsin ¢ btan ®
(o) = = ———— -
cos(p — @) — cos —1+4 5 cos(p — @)
Recalling now that 1/cos® = ¢ and btan ® = @ = ﬁ—z = p, we get for the equation describing
the trajectory the following answer
p

() —1+ecos(p — @) "
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This is an equation for a hyperbola passing outside the force center. Finally, we note that the impact
parameter b coincides with what would be called the (non-major) “semi-axis". Indeed, the major
semi-axis a and the parameter c are
Tmin k
a= = — c=ae,

14+e v

so that

kE buv?
\/02—a2:a\/e2—1:—'lw =b.
vk

Differential cross section. In physical applications one has to deal not with scattering of an
individual particle but with scattering of a beam of the same particles falling on a target with the
same velocity ¢. Different particles in the beam have different impact parameters and, therefore,
scatter under different angles ©. Denote by dN the number of particles scattered per unit time
into angles between © and © 4 dO. By itself, the number dV is not convenient to characterise the
scattering process, because it depends on the density £ of the incident beam. Therefore, one uses
the quantity
dN
do = 7

where .Z is the number of incident particles per unit area per unit time, called luminosityﬁ The
quantity do has dimension of area and is called differential cross section. It is determined by a force
field that scatters and represents one of the most important characteristics of the scattering process.

We assume that the dependence of b on © is monotonic (this is not always so and depends on a
scattering potential), i.e. the scattering angle is a monotonically decreasing function of the impact
parameter. In this case particles that scatter in the interval between ©® and © + dO are the ones
that have the impact parameter between b(©) and b(©) + db(©). The number of these particles is
equal to the area of an annulus between circles with radius b and b 4+ db multiplied with £, that is
dN = 27bdb - . Thus, for the differential cross section we get

do = 27bdb.

In order to find the dependence of the differential cross section on the scattering angle, we rewrite
this formula in the form

da:Zwb‘%‘d@,

where the modulus is taken because in general % is negative (with O increasing b is decresing).
Often it is convenient to consider do not with respect to the flat angle ©, but rather with respect
to the solid angle df2 = 27 sin ©dO. Then the previous formula can be rewritten in the form

b | db

= —|d2
7 sin © d@’ ’

or, in other words,
do b ‘ db
dQ  sinO1dol’
This is one of the main formulas of the scattering theory. The total cross section is defined as

B do(Q) _ Tdo(©) .
Ut_/gz 10 dQ—27r/0 7 sin ©dO .

(L1.14)

8We assume that the beam is homogeneous over its cross section.
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Differential cross section for Coulomb scattering. Now we can compute the cross section
which corresponds to scattering in the repulsive Coulomb field. Substituting ([.1.13]) into (I.1.14]),

we find
_E<L)QL_E(i>2L
T4\ 2 sin4%74 2F sin4%'

This is the famous Rutherford formula, originally derived by Rutherford for the scattering of «
particles by atomic nuclei. The total cross section is divergent as a consequence of a long-range
force character of the Coulomb field. Note that the formula for the differential cross section does
not depend on the sign of k£ and is valid for both the attractive and repulsive Coulomb potentials.

do(0©) k2 cot €

dQ  p2vtsin®©

d cot %
de
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Chapter 2

Lagrangian and Hamiltonian
mechanics

“...the Lagrangian and Hamilton’s
principle together form a compact
invariant way of obtaining mechani-
cal equations of motion. This pos-
sibility is not reserved to mechanics
only; in almost every field of physics
variational principles can be used to
express the “equations of motion,"
whether they be Newton’s equations,
Maxwell’s equations, or the Schrodin-
der equation."

Herbert Goldstein “Classical
Mechanics"

Lagrangian mechanics describes motion in a mechanical system by means of the configuration space.
A newtonian potential system is a particular case of a lagrangian system (the configuration space in
this case is euclidean, and the lagrangian function is the difference between the kinetic and potential
energies).

The lagrangian point of view allows us to solve completely a series of important mechanical problems,
including problems in the theory of small oscillations and in the dynamics of a rigid body.

2.1 Lagrangian mechanics

Here we consider the formulation of the lagrangian mechanics. We start with the principle of the
least action, introduce the action and derive the Euler-Lagrange equations. We also give a lagrangian
description of the newtonian mechanics.

2.1.1 Principle of the least action
To determine a state of a system of IV particles in space, one needs to specify N radius-vectors, i.e.

3N coordinates. In general, the number of independent quantities that are needed to be given in
order to specify the position of a system is called the number of degrees of freedom. In the present
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case it is n = 3N. In fact, these quantities should not necessarily be cartesian coordinates of the
particles. Depending on the problem at hand, it might be more convenient to choose some other
coordinates. Any n quantities g1, ¢a, . . ., ¢, which fully characterise the position of the system (with
n degrees of freedom) are called its generalised coordinates, while their derivatives ¢; are called
generalised velocities.

The most general formulation of laws of motion of mechanical systems is given by the so-called
principle of the least actiorﬂ (Maupertuis’s-Hamilton’s principle). According to this principle, a
mechanical system is characterised by a certain function of generalised coordinates and velocities

L(Qh‘lza-~-7Qn7(11a6j27--~7(1mt) = L(q7q7t)

and motion of the system satisfies a condition that we now describe.

Let at t = t; and t = ¢, the system be at positions characterised by two sets of coordinates, ¢(*)
and ¢@, respectively. Then between these two positions the systems moves in such a way that the
integral

ta
S= / dt L(q, . 1) (L.2.1)
t1

will have its extremal value. Function L is called the lagrangian function or simply lagrangian
and the integral S is called action. The fact that L depends on ¢ and ¢ only, but not on more
higher derivatives ¢, ..., reflects the fact that a mechanical state of a system is fully determined by
coordinates and velocities.

Now we derive differential equations which solve the problem about minimising (I.2.1]). For simplicity
we start with a system with one degree of freedom. Let ¢ = ¢(t) be a function for which S has a
minimum. This means that S will take large values if we replace ¢(t) by any function of the form

q(t) + 6q(t),

where dq is a function that is small on the whole interval from t; to t, that is |dg(t)| < € and
|0g(t)] < e, this function is called variation of g. Since at t; and t5 all comparable functions should
have the one and the same values ¢V and ¢(®, we should have

0q(t1) = dq(t2) =0. (1.2.2)

The change of S under the replacement of ¢ for ¢ + dq is given by
ta

to .
/ dt L(q + dq,q4 + 0q,t) — / dt L(q, q,t)

t1 tl
t2 oL oL .
= dt | ==+ —=d0g+... |.
/tl <5q 9q )

Expansion of this difference over powers of dg and dg under the integral starts for the linear terms.
The necessary condition for the extremum of S is the vanishing of all these linear terms, the latter
are called the first variation (or simply variation) §S of the integral. Thus, for the variation we have

b2 oL oL - b2 oL oL d
5S = dt | =g+ —4 :/ dt | =6g+ ——0dq ] .
t <8q 1 dq q) t <8q 1 0q dt q)

IMore accurately, the principle of stationary action.
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The condition of the extremum of S is then

oL d
0S = dt | —d0qg+ =——0q | =0
/ " ( 1% B¢ dt )
Here we integrate d/dt by parts and get
oL d oL oL
0S = / dt ——— |0g+ ==d¢q
t < dq ot a4 > ok}
But doe to ([.2.2)), the boundary terms vanish and we get

12
55— dt<%_daé)5q:o.

to

=0.

t1

ty

Thus, we are left with the integral which should vanish for arbitrary dq. Due to the basic lemma of
the variational calculus this is only possible if the integrand vanishes and we obtain the following
equation

doL oL _
dt ¢ 0q

If there are n degrees of freedom, one has to vary n functions g¢;(t)

ia—;—a—L:O, i=1,...,n. (1.2.3)
dt 8qi aqi

These are the differential equations which describe the actual motion of the system, they are called
Euler-Lagrange equations. If the lagrangian of a given mechanical system is known, then these
equations establish a relation between accelerations, velocities and coordinates, i.e. they are nothing
else but the equations of motion of this system. From the mathematical point of view, equations
constitute a system of n differential equations of the second order for n unknown functions
qi(t). The general solution of such a system contains 2n arbitrary integration constants. For their
complete determination one needs to specify initial values, which characterise the system at a given
moment of time, for instance, initial coordinates and velocities.

On comment is in order. It is clear that equations of motion are unchanged if we add to a lagrangian
a total time derivative of a function which depends on the coordinates and time only:

d
L— L+ —R(gt). (1.2.4)

Indeed, the change of the action under the variation will be

to
38 — 08 =68 +/ dt iéR(q, t) =08+ — aR |t=te

. dt al =t

Since in deriving the equations of motion the variation is assumed to vanish at the initial and final
moments of time, we see that S’ = 65 and the equations of motion are unchanged. The fact that
modification of the of lagrangian leaves the equations of motion untouched can be, of course,
verified by a direct calculation. Denote the addition to the original lagrangian as

dR(q,t) aR OR

AL = —.
dt 8q] it ot
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Then the contribution to the equations of motion caused by AL will be

d OAL OAL d OR ( O*R . OR )

@04 Og | diog  \9gdg T T dgot

_ (PR, ORY\ (PR OR\_,
~ \0q:0¢;" " dq0t 0q:0q; 7 T oqiot) ~

Before we proceed, let us fix some terminology. The quantities

oL — )
pz_aq-ia p=1\P1y---yPn),
are called canonical momenta. It is not always so that p; = mu;; in general the expression for

the canonical momentum corresponding to the generalised velocity ¢; depends on the form of the

concrete lagrangian. The quantities
oL

dq;
are called generalised forces. Finally, if a given lagrangian does not depend on a particular generalised

coordinate g;, then the canonical momentum corresponding to this coordinate is conserved (integral
of motion). Indeed, from (I.2.3)) we get for this coordinate

F=

4oL _dp DL _
dtdg; dt oq;

0. (1.2.5)

Such a coordinate is called cyclic.

2.1.2 Lagrangian for a system of N particles

Consider a system of N particles which interact by means of internal conservative forces only and
denote by U(7,...,7n) the corresponding potential. Consider the following lagrangian

N 2
L:T-U:Z#—U(m,...,m).
i=1

Let us show that the Euler-Lagrange equations that follow from this lagrangian coincide with New-
ton’s equations. The Euler-Lagrange equations are

d OL 0L d . ou 1 N
= — — = —Mm;V; + ==, t=1,. .., V.
dt 07; or; dt or;
Since v; = ﬁ-, the expression above is
. oU -
Z_; = Tah> = FZ )
mar (97‘1‘

that is we obtain the system of Newton’s equations.

As was already mentioned, to describe a system we can use any kind of generalised coordinates, not
necessarily the cartesian ones. If, for instance, 7 = 7(qa), 7i = 7(¢a), where a = 1,...,n, then

n

N n
L= L3 mida) - UE) = 5 303 aula)ivis - Ula). 12:6)

1b=1
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with N
> e o
Gab = iy .
¢ i1 ZﬁQa Oqp

The Euler-Lagrange equations are derived in the same way as before with respect to the generalised
coordinates.

Example. Lagrangian for the relative motion in the two-body problem. We write the lagrangian in
the polar coordinate system, namely,

L:T—U:§@Mw%%—Uw.
The coordinate ¢ does not enter the lagrangian and, therefore, it is cyclic. The corresponding
canonical momentum, which is
oL 5.
= — = T s
y2) 85 mree

is nothing else but the value of the conserved angular momentum. The Euler-Lagrange equations
are

d d, .
gﬁw—gﬂwqﬁ—m

4oL oL _ . 29U g
dtor or TR T T

In particular, the Lagrangian for the relative motion in the Kepler problem will be

) . k
Liepler = %(T2 +r29%) + o k>0.

Often one has to deal with mechanical systems in which interactions between bodies (point particles)
have a character of constraints, i.e. restrictions imposed on the mutual positions of bodies. In
practice such constraints are realised by fasting the bodies by means of various rods, threads, hinges,
etc. This brings a new factor, namely, the motion of the bodies is accompanied by friction at places
where the bodies are in contact, so that, strictly speaking the problem goes beyond the framework
of mechanics. However, in many cases friction appears to be so small that it can be completely
neglected. If, in addition, one can neglect the masses of fasting elements, then the role of the latter
simply reduced to diminishing the number of degrees of freedom n of a system (in comparison to
3N). To determine the motion of such a system one can use the lagrangian with the number
of independent generalised coordinates equal to the number of actual degrees of freedom.

Example. Mathematical pendulum. Consider a mathematical pendulum. It moves in such a way
that 22 4+ y? = [2. We draw the coordinate axes as in Fig. and write the coordinates x and y
via the angle ¢

z=Isinp, y=Ilcosy.

Write the Lagrangiarﬂ

L:T—U:%m#—U, U=—mgy.
Thus,

L = %Wﬂi2+y%-+wwy

2Note that with the choice of the coordinate system as in Fig. the potential decreases towards the Earth
surface, while y increases. Therefore, the force acting on m is also directed towards the Earth surface, as it should be.
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= %12(005 ©* % + sin p?p?) + mgl cos @,

where we have used that
T=Ilpcosp, y=—lpsinp.
Thus, we finally get

L= %l%bz + mglcosp.

The Euler-Lagrange equation is

ddL oL K
—a—fa—:ml2¢+mglsincp:0, !

dt 0p  Op
so that the pendulum moves according to the
one-dimensional “sine-Gordon" equation m
»+ g sing =0.
! Y

This equation can be solved analytically for

small oscillations where sin ¢ =~ ¢, namely, Figure 2.1: Mathematical Pendulum.

p+ulp=0, =1
and ¢ = A coswt + Bsinwt.

Example. Pendulum with a movable suspension point. Consider a mathematical pendulum with a
movable suspension point. We introduce the generalised coordinates ¢; = x(t) and g2 = (t). The
Lagrangian L = L(z, &, ¢,¢) =T — U. To find the kinetic energy

1 i 1 i
T = §m1v% + §mgvg ,

we first obtain

o= n, =), =i,

Ty = i, To=r +lsingé, + lcos ey , 7 = (& + I cos @)@y + (—losing)é, .
Thus,

1 1
T o= St 5mQ((j: +1pcosp)? + 122 sin? ga)

1 . 1 . ..
= §(m1 + mQ)IQ + §m212g02 + moli cos p.

The potential energy is U = —mogl cos ¢. The Lagrangian is then

1 1
L(xz,&,0,0) = §(m1 + mo)d? + §m2l2gb2 + molZp cos p + magl cos @ .

The coordinate x is cyclic. The Euler-Lagrange equations are

4oL oL _ i(m + ma)d + mel cos }
ator  ox  al ™ 2oy

= (my + ma)E + malpcosp — malp?sing =0,
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ia—L—a—L = iml2'+mlx'cos ]—l—mlj:'sin + mogl sin
dt 0 8(p_dt2<p 2 ¥ 20TP S 2gtsimn e

= mal?p 4+ mali cos + maglsing = 0.

Thus, we obtained a system of coupled differential equations
(my + ma)d 4 mal cos P — malsinpp® =0,
I+ cosp 4+ gsinp =0.

For small oscillations sin ¢ =~ ¢, cosp ~ 1 and the system is approximated as

(m1 + ’/TLQ).Z‘ + mglgo =0,

e (I.2.7)
lop+z+9gp=0.

From the second equation & = —(I% + gp) and substituting this result in the first, we find

—(m1 4+ m2) (1P + gp) +malp =0

or

2_ M1t mag

¢+ wio=0,
mi l

and
@ = Acoswt + Bsinwt .

As to z, from the first equation in ([.2.7) we
have

mgl . Yy

mi + ma v
Figure 2.2: Pendulum with a movable suspension

Integrating this equation twice we find >
point.

l
m:—m72<p+A’t+B'.
mi + ma

Thus, we have obtained a generals solution for small oscillations which depends on 4 integration
constants A, B, A’, B’.

One can also make a progress towards an exact solution. Since z is cyclic, the momentum p, is
conserved, i.e.

Pz = (my1 + ma)d + malyp cosp = A’ = const
Integrating this equation, we get
(mq + ma)x + molsing = A't + B’ .

By properly choosing an inertial frame we can always adjust A’ = 0. The cartesian coordinates of
the mass mo are

l l
29 = x+lsing=DB — mizsinap—i—lsingo:B’—i—milsinap,
my + ma mi + ma

y2 = lcosp.
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From here we deduce that the trajectory of the mass msy on the zy-plane is an ellipse

_ B/ 2 2
M + yf =1 ,
a b2
where l
a= 00—,
mi + Mo
With the use of & = —m:r_ffw pcosp, the total energy £ =T + U reads as
l2 22
E="T29 ( — 00524,0)—mgglcosgo.
2 mi + mo

Separating the variables, we find the law of motion for the angle ¢
mo mq + mo sin? ©

t=1 deo.
2(mq + ma) E + maglcosy

2.2 Symmetries and conservation laws

We begin our discussion with Noether’s theorem which is one of the most fundamental and general
statements concerning the behaviour of dynamical systems. It relates symmetries of a theory with
its conservation laws.

2.2.1 Noether’s theorem

Noether’s theorem. For any continuous symmetry of the action there exists a quantity which
is conserved due to the Euler-Lagrange equations. In other words, symmetries of the action yield
conservation laws.

Below we explain the notion of symmetry and provide a proof of Noether’s theorem. Let an in-
finitezimal transformation ¢; — ¢; + d¢; depending on a continuous parameter(s) be such that the
variation of the Lagrangian takes the fornﬁ of a total time derivative of some function F":

dF
0L =—.

dt
Transformation dg; is called a symmetry of the action.

Proof. Now comes the proof of Noether’s theorem. Suppose that ¢} = g; + d¢; is a symmetry of the
action. Thenf]

oL oL oL oL d dF
0L =—0q;i+ —0¢; = —0q¢;i + ——0q;i = —.
9" T 9q, " T 5g, " T oG at" T @
By the Euler-Lagrange equations, we get
d (0L oL d dF
L=—(—)0q;+ ——0g;, = — .
0 dt(aqi) Ut g @l T
This gives
d (0L dF
0L=—(="0q;) = —.
dt (&ji q) dt

3Without usage of equations of motion! A variation of the lagrangian computed on the equations of motion is
always a total derivative!
4Here we start to use the convention adopted in the literature that 6¢ = dq = %6(1.
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As the result, we find the quantity which is conserved in time

dJ oL
dt dt(a 04 _F) =0.
This quantity
oL
J=—0¢; — F
ag; !

is called Noether’s charge. As we have just shown, Noether’s charge is a conserved quantity. Now
we consider some important symmetries and corresponding conservation laws. Using the definition
of the canonical momentum the expression for the conserved charge can also be written as

J =pidg; — F

This completes the proof of Noether’s theorem. [J

2.2.2 Fundamental conservation laws

The most important conservation laws include conservation of energy, momentum and angular mo-
mentum. As such, they reflect the fundamental symmetry properties of the space-time. Later on we
will study another fundamental conservation law — conservation of electric charge.

1) Conservation of energy. Energy conservation is related to homogeneity of time, which shows
up in the freedom of arbitrary choosing the reference point of time (one can perform an experiment
today or after several years but its result will always be the same provided one use the same initial
conditions).

We derive now the conservation law of energy in the framework of Noether’s theorem. Suppose we
make an infinitesimal time displacement dt = €, where € is a small but otherwise arbitrary constant.
The response of the lagrangian on this displacement is

dL

oL = —5t
dt

Thus, the displacement 6t = € is the symmetry because the lagrangian changed by the total derivative
of the function F' = Le. On the other hand,

oL oL _. oL oL oL d oL
or = s+ W5+ g = 5qi Sq = 5q:) |
967 T 56, %% T 5y dt(8 ) Gt o0 dt(@ q)

where we have used the Euler-Lagrange equations and assumed that L does not explicitly depend on
time. Thus, we have
d (0L dL
— | 504
t 8qi dt

Obviously, 8¢ = ¢;e and the above equation reduces to

d (0L
dt(a qi — L)-O.

Omitting € and recalling that g—; = p;, we recover the corresponding conserved quantity, which we
denote as H,

H=pig—L, —=0.
piq dt
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The quantity H is called energy of the system. We stress that conservation of energy tales place
not only for closed systems but also for systems in a constant, i.e. time-independent, field. The
only condition that was needed to prove conservation of energy was the absence of explicit time
dependence of the lagrangian, the property that holds in a constant external field. Sometimes
mechanical systems for which the energy is conserved are called conservative. The formula

oL .

H= 24,
3diq

—L
relating L with H is called the Legendre transformation. For a mechanical system in cartesian
coordinates p; = mv; and

N N
H=Y mii-L=Y m (Zm ) T+U=E,
i=1 1=1

justifying that H coincides with the definition of energy we use in Newtonian’s mechanics.

2) Momentum conservation. Momentum conservation is related to homogeneity of space. Due to
this homogeneity the mechanical properties of a closed system do not change under any parallel
translation of the system as a whole. This means that the lagrangian describing this system must
be invariant under a shift of radius-vectors 7; — 7; + €, where € is an arbitrary constant vector.
This means that §7; = € is the symmetry and, according to Noether’s theorem, we have a conserved
current

N N
:g.E:ﬁi:g.p, p:E:@.,
i=1 i=1

where P is the total momentum. Since € is arbitrary and constant, conservation of the J implies

conservation of the components of the total momentum
dP
— =0.
dt

The other way around, assuming the conservation law of the total momentum and summing up the
Euler-Lagrange equations, we get

N N
d oL oL
0=— — — —.
dt 2= dv; 8r T dt Zp i =25
i=1 =1
But gf = g[f = Fi is the force acting on i’th particle. Thus, if the total momentum is conserved,

then the sum of forces acting on all particles of the closed system equals to zero

-

i=1

!

In particular, for a system of two particles the last relation turns into the third Newton’s law:
Fi + F2 =0, i.e. the force acting on the first particle from the second one is equal in strength but
appositely directed to the force with which the first particle acts on the second (actio = reactio).

Note that if the motion is described by generalised coordinates, individual generalised momenta p;
will be conserved provided the corresponding lagrangian is invariant under constant shifts ¢; — ¢;+e.
Indeed, in this case dg; = € is the symmetry, which implies that the action does not depend on the
coordinate g;, i.e. g; is cyclic and, according to (L[.2.5)), p; is conserved.
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A lagrangian might be invariant under constant shifts only up to a total derivative, which also leads
to an existence of the conservation law involving a non-trivial function F, as in the example below.

Example. Particle in a constant gravitational field. Consider the lagrangian

m
L=—3—
5 z mgz

and a shift 2 — z + ¢, i.e. 0z = €. We get 6L = —mge = %(—mget), so that ' = —mgte. Thus,
according to Noether’s theorem, the quantity

J=mzdz — F = (mz + mgt)e
is conserved. This is a conservation law of the initial velocity Z + gt = const.

3) Angular momentum conservation. Conservation of angular momentum is related to isotropy
of space. Isotropy means that mechanical properties of a closed system do not change under any
rotation of the system as a whole in space. From the point of view of the lagrangian dynamics, this
means that the lagrangian of the system is invariant under rotations.

Let us first discuss rotations in more detail. Rotations are linear coordinate transformations which
preserve the origin and keep the modulus || of a radius-vector 7 € R? invariant. Let

3
7= E L€y = Ty + YEy + 2€, .
a=1

Any linear transformation can be represented by a 3 x 3 matrix R = ||Rg||, a,b=1,...,3. Such a
transformation acts on coordinates as

Raopxy

&\
[
[M]

o
Il
—

or in the matrix form
7 =RT
The length squared of the transformed vector 7 is

3 3 3 3 3
= Z ﬂ?;,’E; = Z Z Z RabxbRac(Ec = Z be (Z(Rt)baRac> L,

a=1 a=1b=1 c=1 b=1 c=1 a=1

_y
’l"t

=L

where ¢ stands for transposition. We require the preservation of length, i.e. 7' = #F, which
imposes on R the following relation

3

Z(Rt>baRac = 6170 .

a=1
The last relation written in the matrix form is
R'R=1. (1.2.8)
The matrices satisfying the condition are called orthogonal. For such matrices we have
det(R'R) = (detR)> = detR=+1.

Matrices which represent rotations are those which have detR = 1, such matrices are called special.
All orthogonal matrices as well as orthogonal matrices with detR = 1 constitute a group.

Definition. A group G is a set equipped with a binary operation -, called product, that combines
any two elements to form a third element in such a way that four conditions called group axioms
are satisfied. The group axioms are namely closure, associativity, identity and invertibility.
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Figure 2.3: Rotations of the radius vector around -, y- and z-axes. If a corkscrew downwards along
one of the axes, then the direction of rotation of his handle driven by the right hand coincides with
the direction of the (positive) rotation angle around this axis.

a) Closure: Vg1,90 € G — ¢1-g2 € G;

(
(b) Associativity of the product: (g1 -g2) - g3 = g1 - (92 - g3);

1 1

)

)
(c) Identity: e, such thate-g=g-e=g;
(d) Inverse: for any g € G 3 the inverse g~! € G such that g-g ' =g~ 1-g=e.

Very often the sign of the product is omitted, so instead of g; - g2 one simply writes g1 gs.

The fact that orthogonal matrices form a group is easily verified. The product - is given by the usual
matrix product. Let us show that if Ry and Ry are orthogonal, then their matrix product R; Ry is
also orthogonal. We have

(RiR)'(R1Ry) = RLRIR1Ry = RyRy = 1.

Further, the matrix product is associative and the identity e is given by the identity matrix 1.
Finally, any orthogonal matrix is invertible and its inverse is an orthogonal matrix. Indeed, from
R'R =1 we get R® = R™!. Applying transposition to RR~! = 1, we obtain (R™!)!R! = 1, where
substituting RY = R™!, we find (R™})!R™! = 1. If R; and Ry have unit determinant, then their
product RjRs also has a unit determinant. Matrices with determinant equal to —1 do not form a
group.

The groups of orthogonal matrices and orthogonal matrices with unit determinant have the following
notation

O(3) — the group of orthogonal matrices,
SO(3) — the group of special orthogonal matrices .

Now we want to understand how parametrise special orthogonal matrices by rotation angles.
Choosing the complex coordinates in the xy-plane, see Fig. we write the result of rotation of a
vector 7= (x,y, z) around z-axis by angle o, in the complex form as

o iy = (x+iy)er = re®T9) = (x4 iy)(cos . + isinp,)
= xzcosy, —ysing, +i(xsing, + ycosy,),
2 = z.
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In the matrix form we have

x' cosp, —sing, 0 T cosp, —sing, 0
y = sing, cosp, O Y = R,= sin @, cosp, O
4 0 0 1 z 0 0 1

Analogously, introducing complex coordinates in the zz-plane, for rotation around y-axis we find

i’ = (2 +ix)e™r = e Pt = (2 4 ix)(cos g, +ising,)
= zcospy —xsing, +i(zsing, + zcosgy),
/
y =Y.

In the matrix form this yields

a! cospy 0 singy, x cosp, 0 sing,
y | = 0 1 0 y = R,= 0 1 0
2! —sing, 0 cosyp, z —singy, 0 cospy

Finally, introducing complex coordinates in the yz-plane, for rotation around z-axis we find

Y +iz = (y+iz)e?r = rel®T9) = (y 4 iz)(cos g, + isingy)
= ycosp, — zsiny,; +i(ysing, + zcos ;) ,
¥ = z.

The matrix realisation of these formulae is

x’ 1 0 0 T 1 0 0
y | = 0 cosp, —singp, Y = R,=1[ 0 cosp, —singp,
2! 0 singp, cosp, z 0 sing;  cosp,

One can check that all three matrices R, R, R, are orthogonal and have unit determinant. They
represent rotations around z-, y- and z-axes on a finite angle.

Consider now an infinitesimal rotation, i.e. a rotation on a small angle . Then in the limit
0 — 0 the matrices R,, Ry, R, turn to

00 O
RI(JQD) ~ 1+ 6()0141 y A1 = 0 0 -1 ,
01 0
0 0 1
R,(0p) ~ 1+ dpAs, Ag = 0 0 0 |,
-1 0 0
0 -1 0
Rz(d(p) ~ 1+ 5(pA3 y A3 = 1 0 0
0 0
The matrices A, are skew-symmetric, 4, = —A!,. Moreover, they form a basis in the space of all
3 x 3 real skew-symmetric matrices, i.e. any 3 X 3 skew-symmetric matrix A, A = —A?, can be
written as
0 —as a9
A= A(Ei) = as 0 —ai = a1A1 + G,QAQ + a3A3 5
—as9 ay 0
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S

[67] = rsinf dp
IF =08 x 7

Figure 2.4: Rotation around an arbitrary axis 7 by an angle §¢.

The entries of these three matrices can be encoded in one formula

(Aa)bc = —€gbe -

Infinitesimally, rotation of 7 is ¥ — 7 = ¥+ dr, where

around z : 0F = S A7 = 0p(y€, — z€y) = dp &y X T,
around y : 0 = 0p Aot = dp(2€, — x€,) = dpéy X 77, (1.2.9)
around z : OF = 0pAsi = dp(xey — yey) = 0p €, X 7.

It is not difficult to write the displacement ér for an infinitesimal rotation of ¥ on an angle §¢ around
arbitrary direction specifies by a unit vector 7. Introducing an angle # between 7 and 7, we have

|07] = rsinfop.

The direction of vector §7 is perpendicular to the plane passing through §4 = dp 7 and 7. Therefore,
we have

OF =0F x 7. (I.2.10)
The formulae ([.2.9) are particular cases of this general formula.

Quite remarkably, the rotation matrices R.(¢), Ry(¢) and R;(yp) on a finite angle ¢ can be
uniquely restored via the infinitesimal matrices A,. Namely the following formulae hold

1 0 0
eLpA1 — 0 cos © = sin 2 = Rx(@) )
0 sine Cos

cosp 0 sing
ePA2 — 0 1 0 = Ry(p), (1.2.11)
—sinp 0 cos¢y
cosp —singp 0
e = | sing cosp 0 | = R(p).
0 0 1
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These formulae will be proved in Tutorial VI.
We also point out that

HerAr HerAz HerAs

O lp=0 b dp lp—o 7% Op lp=o 7%
This property justifies to call Ay, Ao, A3 the infinitesimal generators of the rotation group. It is not
difficult to prove that a rotation on an angle ¢ around a unit vector 7 is given by

R(pmt) = e A

Here the 3 x 3 matrix 7 - A in the exponent has the matrix elements

-,

(ﬁ : A)ub = —TNc€cab = —€abclc -
Explicit computation reveals that R has the following matrix elelments
Rap(pfl) = cos @ dap + (1 — cos p)ngny — sing egpene, a,b=1,...3. (I1.2.12)

Matrix R is orthogonal and it represents an element of the rotation group SO(3). Finally, we mention
one important fact, namely, the tensor €, is invariant under rotations, i.e.

Raa’Rbb’ Rcc'€a’b’c’ = detR €abc = €abc -

Now we turn to the conservation law which arises due to the symmetry of the lagrangian with
respect to simultaneous rotation of all #; by an infinitesimal constant angle d¢ around arbitrary
direction 7

0y =0pn X715, Jdp=ce.

According to Noether’s theorem the following charge is conserved
N N N N
T =080 Y (B BxT5) = =00 Y (B, 7 X i) = =0 Y (B X 7, 71) = 80 Y _(Fi X i, ) -
i=1 i=1 i=1 i=1

Since §¢ and 77 are arbitrary, we conclude that the total angular momentum

. N
L=> 7% p;

i=1
is conserved.

Since the definition of angular momentum includes 7;’s, its definition does depend on the choice
of the coordinate origin. Radius-vectors 7; and 7 of the one and the same point but measured
with respect to different coordinate origins are related as 7; = 7, + @, where @ is a constant vector.
Therefore,
N

T

L= "Fxpi=Y 7 xp

T X Py +d X

i=1 i=1 7

N
pi=L +axP.

=1

As is clear form this formula, the angular momentum does not depend on the choice of the coordinate

origin if and only if the system as a whole is at rest, i.e. P =0. This ambiguity does not influence

conservation of L because P is conserved.
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Although conservation of all three components of angular momentum (with respect to an arbitrarily
chosen origin of the reference frame) takes place only for a closed system, in a more restricted form
this conservation law can sometimes be applied for systems in an external field. What is conserved
in this case is the projection of the angular momentum on the axis with respect to which this field
is symmetric, so that mechanical properties of the system do not change under any rotation around
this axis. Of course, in such a situation the angular momentum should be defined with respect to
a point (the origin of a reference frame) that lies on the same axis. One of the most important
examples of this kind is provided by a field with the central symmetry, i.e. a field for which the
potential energy depends only on the distance to a definite point (field center) in space. For motion
in such a field the projection of the momentum on any axis passing through the center is conserved.
In other words, the vector L is conserved when being defined not with respect to an arbitrary point
in space but with respect to the field center.

This exhausts all additive integrals of motion. Thus, any closed system has 7 such integrals: energy,
3 components of momentum and 3 components of angular momentum. Finally, we note that for all
the symmetry transformations we have considered so far the integration measure dt in the action
did not transform (even for in the case of energy dt — d(t + €) = dt).

2.3 Oscillations

Here we study lagrangian systems that perform small coupled oscillations and show that they fac-
torise into direct product of systems with one degree of freedom. To better appreciate the context
of this discussion, we start with considering an example of coupled pendulums.

2.3.1 Coupled pendulums

Example. Coupled pendulums. Consider a system of two mathematical pendulums of equal length
¢ and of equal mass m; = mgs = m connected by a massless spiring with Hook’s constant . We
assume that in a state of equilibrium the length of the spring is constant and equals to d. We choose
the angles @1 and @y as generalised coordinates. Then cartesian coordinates of the masses are

1 = lIsingq, y1 =lcospy,

xo = d+lsings, ys=1I1cosys.
The kinetic energy is

mi, . me, .5 . mi?, 5
T= 7(93% +97) + 7($§ +95) = T(@% +¢3).
The potential energy comes from two sources: the potential energy Uy, of masses in the gravitational
field of the Earth and the potential energy Ugpring stored in the spring. We have
Ugr = —migys — magys = —mgl cos p1 — mgl cos o1 = —mgl(cos 1 + cos ) .

To find the energy stored in the spring, we notice that the length of the spring in comparison to its
equilibrium length is zo — 21 — d and, therefore,

K kl% .
Uspring = 5(%2 —z; —d)? = 7(sm @1 — sinpy)?.

The lagrangian of the system of coupled oscillators is then

le .9 .9 14312 . . 2
L=T-U-= 7((/)1 + ¢3) + mgl(cos 1 + cos pa) — 7(Sln<p1 —sinpg)”.
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Figure 2.5: The upper figure shows coupled pendulums. The lower figure demonstrates characteristic
oscillations of coupled pendulums.

For small oscillations, i.e. when ¢; and @2 are small, we approximate cospi o ~ 1 — %90%,2 and
sin 1,2 &= ¢1,2 and the lagrangian for small oscillations takes the form

2 l2

ml® | ) mgl K
L=T-U= T(@?‘*"Pg)—T(W%+<P§)—7(LP1—<P2)27 (1.2.13)
where we have omitted an unessential constant term. The Euler-Lagrange equations
d OL oL
dt op12  Op1,2

are

ml%p + mglp, + KZQ(ng —2) =0,

mi%@y + mglps + K12 (02 — 1) = 0.
This is the system of two coupled 2nd order ordinary differential equations which we further brush
up to
g

. KR K
<P1+<I+*>Q01—*502:0,
m m

. K K
wz+(%+f)soz—fs01=0~
m m

It is convenient to rewrite this system in the matrix form

(5; +M> ( 22 ) o, (1.2.15)

(1.2.14)

where a matrix M is

=
Il
7N
~la
|
3 \xs i
~l
|
. ‘zs =
N—
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We will look for a solution of this system in the form

<w1>_<w?>em 40_(<p‘1))
©2 ©3 ’ 0y )

where ¢ and ) are constants. Plugging this ansatz into ([.2.15), we obtain the following matrix
equation

Mg, = W2850~

This is an eigenvalue problem for the matrix M, where w? is an eigenvalue and @ is the correspond-
ing eigenvector. According to the standard procedure, eigenvalues are then found by solving the
characteristic equation, namely,

det(M — w?1) =0.

In our present case this equation is

94~ _ _K
det(M —w?1) = det(ler @ g m 2)

Solutions of this equation are

2_ 9 2_ 9 K
wi==, & wy==>+2—.

Y Tl Tm
These w’s are called characteristic or eigen frequencies. Now we can determine the eigenvectors. We
obtain

N
[
3[=3]= 3=3[=
[
=3 3=3=
~——
/N
€ €
NO

0 0 1 1
P1 Y1
= 0 = = — s
)(4) (4)-%(1)
0 0
o7 1 1 )
== 0 = = — s
) ( 5 ) V2 < -1
where we have presented the normalised eigenvectors with the norm equal to one. Since the Euler-

Lagrange equations are linear, the general solution is obtained by superposition of oscillations with
characteristic frequencies and it reads as

o1\ _ AL TN e, AN e, B LY iwet , B” Y et
(2)-7(1)e= G (3) g ()=o)

i.e. there are 4 integration constants represented by two complex numbers A and B.

&
=i
VR

|

Y

Special cases. There are two special cases.

1) B= B* =0. We have

@1 _i 1 iwlt A* 1 —iwlt
(2)=m() =g (1)

For this case, ¢ = @3 for any time and w} = % The spring is not stretched at all, see the lower left
image on Fig. The system behaves itself as a single pendulum.
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2) A= A* =0. We have

P1 B 1 ) iwatl B* ( 1 > —iwat
=+ — e + (& .
< 2 > ﬁ< -1 vz \ -l

For this case, ;1 = —s for any time and w? = $+27. The spring reaches its maximal and minimal

stretch, see the lower right image on Fig. [2.5]

These two special modes are called eigen oscillations. A general motion is an overlapping of these
two modes. Let us now define the so-called normal coordinates

01 = @1+ 2,
O = 1 -2,
so that
1
Y1 = 5(@1 +07),
1
P2 = 5(@1 —©2).

Adding and subtracting equations ([.2.14)), we then rewrite them via normal coordinates as

W+@: 6+ (I+)er- 01 =0,

S A PP
W-@: G+ (I+-)0+ -0, =0.

Collecting similar terms, we bring the last two equations to the form

él+w%®1207 w%:*

ég+w592:07 w%:g—i—Qi.
l m
Thus, we observe that in the normal coordinates the differential equations decouple and describe two

independent harmonic oscillators with frequencies w; and ws. It remains to see how the lagrangian
([.2.13)) looks in the normal coordinates. We have

mi*
2

_mgl

L =
2

. . . . 2
(i(@l + O+ i(@1 _ @2)2> (i(@l +Ou)? + i(@l - 92)2) - %Q% .

Simplifying, we obtain
mi?

L="-[6t-det+ 03— (3+2-) 6] .

Thus, we observe that the original lagrangian factorises in the normal coordinates into the sum
L = L1(01) 4+ L2(O2), where

ml?

L, = T(@%—w%@%),
L = " (63-ut6?).

This finishes our considerations of the example of coupled pendulums.
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2.3.2 Oscillations with many degrees of freedom

The theory of free small oscillation is build analogously to the example of coupled oscillator consid-
ered above. Let potential energy U of a system considered as a function of generalised coordinates
g, t =1,...,n, has minimum at ¢; = ¢;0. Introduce small displacements

Ty = q; — {qi0

and expanding U over x; up to quadratic order, we obtain the potential energy as the following
positively definite quadratic form

1
U = 5 Z k‘ij.’lfil’j 5
3

where we measure U from its minimum. Coeflicients k;; can be viewed as symmetric, i.e. k;; = kj;.
The kinetic energy has in general the following form

1 ..
T = 3 %:gij(Q)qz'Qj .

Setting in ¢;;(¢) the coordinates ¢; to ¢;o and denoting g;;(go) = m;;, we obtain T also as a positive
definite quadratic form

1 .
T = igmijxixj,

where the coeflicients m;; are also regarded as symmetric, m;; = m;;. Therefore, the lagrangian for
a free system performing small oscillations is

1 . 1
L = 5 Zmijxi:rj — 5 Z kijxixj .
ij ij
The Euler-Lagrange equations are
Zmijij+2kijxj =0, +1=1,...,n. (1216)
J J
This is a system of n homogeneous differential equations with constant coefficients. We look for the
general solution for n functions z;(t) in the form
Tj = Ajei“’t s (1.2.17)

where A; are constant unknowns. Substituting these x; into the differential equations and cancelling
out e™*, we obtain a system of linear homogeneous algebraic equations for the unknowns A;, namely,

D (kiy —wmyg)A; =0, (1.2.18)
j

or in the matrix form
2
(k—w'm)A=0, k=|lkjll, m=]|mgyl.
For this system to have non-vanishing solutions, the determinant of the matrix k£ —w?m must vanish

det(k — w?m) =0.
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This is a characteristic equation of order n with respect to w?. In general it has n different real

positive roots w2, a = 1,...,n. These roots are called eigen or normal frequences. Reality and
positivity of roots can be deduced from the following argument. We multiply equation ([.2.18) by
A? and sum over ¢

D Af(kyy —w’mi) 45 =0,

ij

from where we express w? as

o _ 2uij AkijA;
2o AimigA;

Since k and m are real and symmetric matrices, the numerator and denominator are both real,
moreover, positive definiteness of k and m implies that the numerator and denominator are both
positive.

After w? are found, substituting each of them into we can find the corresponding A;. If
all the roots of the characteristic equation are different, then the coefficients A, are proportional to
cofactors (adjuncts) of the matrix k —w?m, where w? is replaced with w?l Denoting these cofactors
as Aj, we obtain a particular solution of the Euler-Lagrange equations

w

T = AajC’ae“*’at,

where C,, is an arbitrary complex constant. The general solution is then the sum of all particular
solutions. Passing to the real part, we have

rj =Req Y Ay;Cae™ b =3 " A0, (1.2.19)
a=1 a=1

where we introduced
O, = Re{caeiw} .

Therefore, motion of each of the coordinates in time represents an overlaying of n simple periodic
oscillations O1,...,0, with arbitrary amplitudes and phases but with definite frequencies. The
quantities O1,...,0, can be conveniently taken as new generalised coordinates, these new coordi-
nates are precisely the normal coordinates. From their definition it follows that they satisfy

O4 + w20, =0,

i.e. in the normal coordinates the equations of motion factorise into n independent equations. In
other words, normal oscillations are fully independent.

5For a symmetric matrix Anj = Aj. The proof that Ay = A, up a an arbitrary simultaneous rescaling of all Ay,
goes as follows. Assume that w does not coincide with any of the roots wa, a = 1,...,n. Then the matrix k — w?m
is invertible and by the general rule of computing the inverse via its cofactors A;;(w) we have

—1_ Agi(w)

(k— w2m)ik =AW Aw) = det(k — w?m).

Thus, with Einstein’s convention for summation of indices,

Ajp(w) 5

(k = w*m)ik(k —w’m) ! = (k — w®m), Aw) =

J

or
(k —w?m)pdjp(w) = Aw)di;  Vi,j5.

Sending here w — wq and taking into account that A(wa) = 0, we obtain that (k — w2m);x Ak (wa) = 0 for any i

and j. Taking further 7 = a we obtain the proof of the statement.
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It follows from this discussion that the lagrangian expressed via normal coordinates turns into a
sum of expressions, each of which corresponds to one-dimensional oscillations with frequency w,

and, therefore, it has the form
m .
=Y Te(er-wiel),

where m,, are positive constants. From the mathematical point of view this means that transforma-
tion ([.2.19) diagonalises both quadratic forms corresponding to the kinetic and potential energy.

Usually, normal coordinates are chosen in such a way that the coefficients of velocities squared in the
lagrangian are equal to 1/2. For this it is enough to define the formal coordinates as Q, = /M4 O4,

so that 1
L= ;g(czz ~w2Q2).

If there are multiple (degenerate) frequencies, then the number of the normal coordinates corre-
sponding to each degenerate frequency coincides with the order of degeneration. However, the
choice of these normal coordinates is not unique. Since normal coordinates enter in the kinetic and
potential energy (with equal w,) enter as equally transformed quantities 3> Q2 and 3. Q2, they can
be simultaneously transformed by any transformation which leaves the sum of squares invariant.

Finally, we note that the case of a degenerate matrix k defining the potential energy will be considered
in the next subsection and in Tutorial VII.

2.3.3 Periodic chain of coupled oscillators|

As another application of the techniques discussed above we consider a linear chain of coupled oscil-
lators. This picture of a linear chain of coupled oscillators and its three-dimensional generalisation
is used in solid state physics to model the vibrational motion of atoms in a solid. The masses rep-
resent the atomic nuclei that make up the solid and the spacing between the masses is the atomic
separation. The “springs" coupling the masses represent a harmonic approximation to the forces
binding the nuclei into the solid. In the context of applications to solid state physics the normal
modes are identified with phonons. After incorporating quantum mechanics, this phonon picture of
vibrational modes of a solid is used to describe thermal conductivity, specific heat, propagation of
sound, and other properties of the solid.

In fact, here we consider a chain of oscillators with periodic boundary conditions. These boundary
conditions will be bring a new complication, namely, the quadratic form defining the potential energy
appears to be degenerate, and we have to modify out treatment of normal modes to account for this
feature.

Example. Periodic linear chain of oscillators coupled via springs. We consider N € 2N particles of
equal mass m coupled by springs with equal Hooke’s constant « and impose on generalised coordi-
nates the periodicity condition q¢ny4+1 = g1. The generalised coordinates are introduced as displace-
ments

The lagrangian is

N N
_ _ m .0 K 9 1 .. 1
L=T-U = ? ;Z‘i — 5 ;(-Ti+1 — $Z) = 5 %:mijxixj — § %: k‘ijl‘i.%‘j .

6This subsection is optional.
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where m;; = md;; and

2 -1 0 0 -1

-1 2 -1 0 0

0 1

lhigl| = - |

. =1 0

0 0o -1 2 -1

-1 0 0 -1 2

The Euler-Lagrange equations are
mi; + Y kijz; =0, i=1,...,N. (1.2.20)

J

Before we proceed with finding their general so-
lution, we note that the matrix k is degenerate,

det k = 0, and it has a null vector T
m“" ”QW
1 ’0‘ 0.8 o
£y @
(0) % os o
A = : ) 0‘ ’0
: + 04 % .
1 A R N = 40
33’ Re
that is kA = 0. The presence of the null , ‘ oo : ‘
vector leads to an existence of a special solution -20 -10 0 10 20
of ([.2.20)), namely, the solution which is a vector mode number
z(®) obeying two conditions

=0, kz =0. Figure 2.6: Normal modes.

A general solution of these conditions is then

2 = (a+bt)A® (1.2.21)

where a,b € R are two real arbitrary constants. This special solution does not have an oscillating
character, rather it describes a linear motion with a constant velocity.

To find other solutions of (I.2.20]), we employ ([.2.17)). The eigenvectors satisfy

N
Z(kjk - mw25jk)Ak =0.

k=1
To solve this equation, we consider an ansatz Ay = e'*P with p = const. Then for a fixed index j
N
Z kigAp = ,Q(_ei(jfl)p + 2etP _ ei(j+1)p)
k=1
= KeP(2—e P — ) = 2xA;(1 — cosp) = 4k A; sin® ]23 .

Thus,

N
Z(kjk — mw2(5jk)Ak = (4k‘ sin® g — mwg) A;j=0
k=1
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from where we find

In general, the dependence of frequency w on the wave number n (or the phonon momentum p) is
called dispersion relation. Now we have to take into account the boundary condition xny11 = 21,
i.e. Anyy1 = A; which results into

. , . 2mn
INtp — gip o NP1 p:%, nez.

Thus,
. 2rijn 4k . 5T
A;”):e N, wi:—smz—,
m N
so that
4dk| . ™
W = A/ —|sin —
" m N

It is clear that shifting n — n 4+ N does not give any new A because A§-n) = A§n+N) and it does not

change wy, : wnp4+nN = wy. Therefore, we can restrict n to lie in the interval

N N
S <pn< o1, (1.2.22)
2 2

where we recall that according to our assumption N is even. Thus, a particular solution labeled by

n from ([.2.22)

2" (1) = Re [cnez”iv"" ei‘””t} . (1.2.23)

For n = 0 we see that wy = 0 and the corresponding constant solution should be replaced by a more

general solution x;o) given by ([.2.21f). The general solution is then the sum of particular solution

N/2-1
2 2mijn . 1 ()
zi(t) = ——= E Re |C,e N ewnt| 4+ —=T; (t). (I.2.24)
N n=—N/2 |: :| N
n#0

Our next goal will be to represent this solution as a superposition of the normal modes. To this end,
we consider two terms in the above corresponding to n # —N/2 and —n and manipulate it in the
following way

2mijn

2Re |Cpe™ N ei“’”t} + 2Re [C,ne_ ngin eiwnt}

2mijn 2mijn 2mijn 2mijn

:CneiN ezwnt_i_c:;e— N e_zw"t—‘rC,n€_ N 6zw”t+0in€ N e—ant

@—n(t) )

2mijn _ 2mijn
N

=e N O,(t)+e

where we have introduced the normal modes ©,,
O,(t) = Cpert 4 C*, et
O_,(t) = Cre ™t C_,e™nt.
By construction, we see that these modes obey the following reality condition
o

n

=0._,. (1.2.25)

"The overall normalisation 1/v/N is introduced for further convenience.
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The term in the sum n = —N/2 requires a separate treatment. We have
2Re [C_N/Qe_mjei“’N/Qt} = (—1)j (C_N/Qein/Qt + C’iN/Ze_i“’N/ﬁ) = eiﬁj@N/gyj + e_iﬂj@_N/QJ s

where we have introduced the components of the modes Qn/2 and Q_ /2

Onp = % (CfN/zei“N“t + CiN/Qe*"“N/zt) ,

O _np = % (C—N/26i“’”/2t + CiN/Qe*WN/zt) ,

Clearly, the modes © /> and ©_ /s are both real and equal to each other
ONj2=On2=0-Nn2 =00y (1.2.26)

Finally, introducing a real mode ©(t) = (%) (t), we write solution (I.2.24) as an expansion over
normal modes

N/2
1 2mijn
zj(t) = —= E e N 0O,(t). (1.2.27)
N n=—N/2

In such a form reality of x; follows from the reality conditions ([.2.25)) and (L.2.26).

Let us count the number of integration constants. There are two real constants in © and, since
C_ny2 is complex, Op/y also depends on two real constants. The rest of independent modes is
delivered by ©,, with n =1,..., N/2 — 1, each of ©,, depends on 4 real constants (two complex C,,
and C}). Thus, the total number of real integration constants is

242+4(N/2—-1)=2N,
as it should be for a system with N degrees of freedom.

Let us now perform an exercise of rewriting the original lagrangian in terms of the normal modes.
To this end, we will use formula ([.2.27) which we simply consider as a change of variables from x
to © in the lagrangianﬂ First we compute

N/2 NJ2

N 2mig(ntm)
o wij(ntm

E Tjk; = E E @ @ E e

=1

—N/2m=—N/2

. . . wi(n+m)
where we need to evaluate the following geometric sum with g = e R

Z 27!'7_](’n+771) Z 1) o ew(ezﬂ-z(n+m) - 1) o 0 if n + m # 0
2 ¢ = q—l = JEETICEED I | Nifn+m=0
Thus, the kinetic energy is
N/2 N/2 N/2
Zl‘]l‘] = N Z Z @ @ N57rz, n — 5 Z |@TL|27
—N/2m=—N/2 nsz/Q

8We do not use our knowledge of the solution for ©’s.
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where we have used the reality conditions ([.2.25)) and ([.2.26]). Analogously, for the potential energy
one finds

N/2  N/2

U = kasr:lxj:mv Z Z ZA [Zkij“lgs)} 0,0,
j

—N/2s=—N/2 i

mw2 A
N2 N2 N oo m N/2
= N >y wfen@sZAinAz(’é)ZE > wrleal,
n=—N/2s=—N/2 i=1 n=—N/2
—_—

Nénis,0

where we again used the geometric sum and the reality conditions. Thus, the lagrangian is indeed
factorised into a sum of the individual normal mode contributions

N/2

L:% Z (|®n|2_WT2L|®n|2)~

=—N/2

With the reality conditions taken into account, this lagrangian can be more explicitly written as
m a2 2 2 2
L = §@O+m(®N/2_WN/29N/2)

5 e ) ) imor]

+ mz
n=1

The physical content of this theory constitutes two real non-degenerate normal models (one for for
the linear motion and another for oscillations with the maximal frequency wy/) and 2(N/2 — 1)
doubly degenerate modes, see Fig. 2.60 Double degeneracy means that for one w,, there are two
different oscillatory modes corresponding to Re®,, and Im©,,. The total number of real normal
modes entering the lagrangian is 1 + 14 2(N/2 — 1) = N, N — 1 of which are oscillatory and one
corresponds to free motion.

2.3.4 Lagrangians for continuous systems

So far our discussion concerned a dynamical system with a finite number of degrees of freedom. To
describe continuous systems, such as vibrating solid, a transition to an infinite number of degrees of
freedom is necessary. Indeed, one has to specify the position coordinates of all the points which are
infinite in number.

The continuum case can be reached by taking the appropriate limit of a system with a finite
number of discrete coordinates. Our first example is an elastic rod of fixed length ¢ which undergoes
small longitudinal vibrations. We approximate the rod by a system of equal mass m particles spaced
a distance Aa apart and connected by uniform massless springs having the force (Hooke’s) constant
k. The total length of the system is £ = (n+ 1)Aa. We describe the displacement of the ith particle
from its equilibrium position by the coordinate ¢;. Then the kinetic energy of the particles is

T = Z%¢

i=1

The potential energy is stored into springs and it is given by the sum

1 n
U=3k D (Pir1— i)

=0
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Figure 2.7: Particles connected by springs. Particles are enumerated from the left to the right
as 1,2,...,n, while springs as 0,1,...,n. The distance between two neighbouring particles in the
equilibrium position is Aa and the length between the boundaries is £ = (n + 1)Aa.

Here we associate ¢g = 0 = ¢,,+1 with the end points of the interval which do not move. The force

acting on ith particle is F; = gg

Fi = k(i1 + i1 — 2¢5) .

This formula shows that the force exerted by the spring on the right of the ith particle equals to
K(¢iy1 — @4), while the force exerted from the left is k(¢; — ¢;—1). The Lagrangian is

n

n ) 1
L=T-U-= Z%@Q - §KZ(¢1'+1 — ).
i=1

i=

At this stage we can take a continuum limit by sending n — co and Aa — 0 so that £ = (n + 1)Aa
is kept fixed. Increasing the number of particles we will be increasing the total mass of a system.
To keep the total mass finite, we assume that the ratio m/Aa — u, where p is a finite mass density.
To keep the force between the particles finite, we assume that in the large particle limit kKAa — Y,
where Y is a finite quantity. Thus, we have

LT U~ ;ém(g)é; - ;gAa(ﬁAa (@HAQ @)

Taking the limit, we replace the discrete index i by a continuum variable z. As a result, ¢, — ¢(x).

Also
Pit1 — i ¢($ + Aa) — ¢(x)
Aa Aa

Thus, taking the limit we find

— 0 0(x) .

r-5/ e [ — ¥ (0,07

0

Also equations of motion can be obtained by the limiting procedure. Starting from

Pit1 + ¢i—1 — 2¢;

m -
Aiad% — kAa Aa2 = O,
and using
i QL t dio1— 26 _9%¢ _ &
Aa—0 Aa? ox? xz

we obtain the equation of motion )
1o — Y Opep =0.

Just as there is a generalized coordinate ¢; for each i, there is a generalized coordinate ¢(z) for
each z. Thus, the finite number of coordinates ¢; has been replaced by a function of x. Since ¢
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depends also on time, we are dealing with the function of two variables ¢(xz,t) which is called the
displacement field. The Lagrangian is an integral over x of the Lagrangian density

_ 1 '2_1 2
2L = Spug” = Y (0:9)7

The action is a functional of ¢(z,t):
to L .
— [Tt [ o 20(e,0). 0020, 0,0(0,1).
t1 0

It is possible to obtain the equations of motion for the field ¢(z,t) directly from the continuum
Lagrangian. One has to understand how the action changes under an infinitesimal change of the
field

o(z,t) = o(z,t) + dp(x, 1) . (1.2.28)

The derivatives change accordingly,

0 0 0
0 0 0
This gives
t2 0L 0L
35161 = 1o+ 30] - o) = | dt/ [0+ S 00 + 50 50.50].
Integrating by parts, we find
6,,2” 0¥
d b —— — Oy |0
/tl t/ a¢ 6(8@)} ’
0¥ t2 0¥ _
+ / T )5¢|t P /t dtmaqﬂ;;g. (1.2.29)

The action principle requires that the action principle be stationary with respect to infinitesimal
variations of the fields that leave the field values at the initial and finite time unaffected, i.e.

5¢($,t1) = 5¢(.’E,t2) =0.

On the other hand, since the rod is clamped, the displacement at the end points must be zero, i.e.

60(0,t) = dp(L,1) =
Under these circumstances we derive the Euler-Lagrange equations for our continuum system
8(8.,2”) g(&iﬂ)_%_
9(0,9) 9(0:9) ¢

ot

+8x

Let us now discuss the solution of the field equation

d;_6283333¢:0a ¢ = X7
M
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where ¢ is the propagation velocity of vibrations through the rod. This equation is linear and, for
this reason, its solutions satisfy the superposition principle. Take an ansatz

Pz, t) = e*ap(t) + e Fby(t) .
If we impose ¢(0,t) = 0, then by (t) = —a(t) and we can refine the ansatz as
o(x,t) = ag(t) sinkx .
Requiring that ¢(¢,t) = 0 we get sinkl = 0, i.e. k =k, = 7. Coefficients ax(t) then obey
i + AkPap(t) =0 —  ag(t) = e“Flay,
where wy, = +ck is the dispersion relation. Thus, the general solution is

oz, t) = Z sin knm(An coswpt + By, sin wnt) , wn = cky

and the constants A,, B, are fixed by the initial conditions, which is an initial profile ¢(x,0) and
an initial velocity ¢(x,0).

The generalisation to continuous systems in more space dimensions is now straightforward. In two
dimensions one can start with two-dimensional lattice of springs. The displacement of a particle
at the site (i,7) is measured by the quantity q_ﬁ'ij, which is a two-dimensional vector. In the limit
when we go to a continuum, this becomes a displacement field 5(3:, y,t) of a membrane subjected to
small vibrations in the (z,y)-plane. In three dimensions we get a vector @jk. The continuous limit
yields a three-dimensional displacement field qg’(x, Y, z,t) of a continuous solid vibrating in the z,y, z
directions with eoms of a partial differential equation type:

=

o — Clama:(;_ C2ayy(;_ C3azz(g_ 04811/5_ 058yz(g_ C6aacz<£ =0,

the coefficients ¢; encode the properties of the solid.

2.4 Rigid body

A rigid body is a system of point masses, constrained by holonomic relations expressed by the fact
that the distance between points is constantEI Historically, the description of the motion of rigid
bodies was amongst the first problems of analytic mechanics. Of special interest, since 18th century,
remains the dynamics of spinning tops, where the cases of Euler, Lagrange and Kowalevski provided
prominent examples of completely integrable systems.

Below we outline the general approach to describe the motion of a rigid body and further consider
the solvable case of Euler’s top.

2.4.1 Angular velocity

To describe a motion of a rigid body, we introduce two orthogonal coordinate systems: one which is
stationary (immovable) and, therefore, inertial with coordinate axes XY Z, and another one (moving)
which is rigidly fixed to a body and which participates in all its motions. We denote the axes of this
moving coordinate system as x1 = z, x2 = y, r3 = z and fix its origin at some point O which should
nor necessarily coincide with the center of mass.

9Holonomic constraints are constraints which are expressible as a function of the coordinates z; and time ¢, i.e.
they do not involve velocities and higher derivatives of coordinates.
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Figure 2.8: Relation between the radius-vectors of a point of the rigid body in the stationary and
moving coordinate systems.

Consider an arbitrary infinitesimal displacement of a rigid body. An infinitesimal displacement dt
of a point P of the body for a time dt will be given by the sum of the displacement dR of the center
of the moving coordinate system and the shift 67 = dg x ¥ with is due to rotation of this system by
an angle dg

dt = dR 4 d@ x 7. (1.2.30)
Dividing this expression by dt, we obtain

T=V4+dx7. (1.2.31)

Here v = g—f is the velocity of P with respect to the stationary coordinate system, V= %13 is the

velocity of O with respect to this system and the vector
dg
dt

a}’:

is called angular velocity of the rigid body. The definition of the angular velocity does not depend
on the choice of the moving coordinate system and is associated to the rigid body as the whole. In
general, «d depends on t.

It should be pointed out that formulae ([.2.30) and (I.2.31]) are essentially based on the

Eulers’s theorem. The general displacement of a rigid body with one fixed point is a rotation
about some axis.

Equation ([I.2.30]) is an infinitesimal version of the global formula describing an arbitrary motion of
the rigid body in time, namely,
t(t) = R(t) + BT, (1.2.32)

where 1T'is the radius-vector of the point P measured with respect to the axes of the mowving coordinate
system and B; is an orthogonal transformation that encodes rotation of the moving system in time
with respect to the stationary system (the XY Z-system translated to O)E Would the translational

10We stress that T is time-independent as the body point P does not move with respect to the moving system.
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Figure 2.9: Coordinates of an arbitrary vector A in the stationary XY Z-frame and in the rotating
zxyz-frame. Coordinates do depend on the choice of the coordinate system. Two sets of coordinates
are related by means of an orthogonal transformation B. This a passive point of view on rotations:
the position vector Aisa spectator fixed in space while the coordinate system transforms.

motion be absent and the origins of the stationary and moving coordinates systems coincide, then
I = 7 and formula (I.2.32)) would take the form

7(t) = Bif, (1.2.33)

In fact, for any fixed time, 7 and T represent coordinates of the one and the same geometric point
P, but with respect to two different coordinate systems, the stationary and the rotating, respec-
tively, see Fig. [3.6] The orthogonal matrix B; connects these coordinates at any moment of time,
mathematically realising the physical picture of rotation.

To make a connection between ([.2.31)) and (I.2.32)), we differentiate ([.2.32) in time to get

T=V + BT

Regarding ([.2.33) as the relation between the coordinates of the one and the same vector with
respect to the stationary and moving frames sharing the same origin, we use it to write I = B, Ly
and, substituting this expression for T’ into the previous equation, we obtairﬂ

#=V+ BB 'r. (1.2.34)

Here BB~! = BB appears a skew-symmetric 3 x 3-matrix, where the upper index ¢ stands for
transpositionH Indeed, differentiating over time the orthogonality condition BB! = 1, we get

BB!+ BB' = BB + (BB')' = 0.

It is known that the result of the action of a skew-symmetric matrix 3 x 3 on an arbitrary vector
r, can be realised as cross-product by some fixed vector &, so that BB 'r =& x 7 In this way we
have shown how reproduces ([.2.31]), as well as found the relation between & and B. This
relation can be explicitly written as

1 .
w; = 7§€ijk(BBt)jk, (I.2.35)

H'We omit the subscript “¢”, as it is clear from the context that B is t-dependent.
12We note by passing that BB~! is an element of the so(3) Lie algebra.
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where w; are components of & with respect to the stationary coordinate system.

As we have already seen, any orthogonal matrix describing rotations depends on three parameters.
For instance, in subsection [2.2.2] we have chosen a unit vector n, and an angle ¢ as such a set of
parameters, see for an explicit form of the corresponding rotation matrix. Different choices
of parameters are possible, but the one most convenient for describing the dynamics of the rigid
body is proved to be in terms of eulearin angles. We postpone an introduction of these angles
for later, dwelling here on the general idea that three generalised angles are needed to specify the
position of the rotating coordinate system with respect to the stationary one. Together with three
components of the position vector R(t) describing the motion of the center O of the moving system,
these generalised angles constitute 6 degrees of freedom of the rigid body.

What concerns rotations, the information about the position of the body in space relative to the
axes of the stationary system is contained in the matrix B;, which time evolution becomes the main
problem of the rigid body dynamics. According to , components of the angular velocity
are functions of generalised angles and their time derivatives; as such, they can be understood
as generalised velocities corresponding to generalised angles. As is also clear from , the
components do not depend on the choice of the moving coordinate system — neither on the position
of its origin nor on the orientation of its axes, provided all these orientations are related to each other
by orthogonal transformations. Indeed, under any such constant (time-independent) orthogonal
transformation g of the moving system, the matrix B will transform as B — Bg, which leaves the
combination BB! invariant.

We also point out the following fact important for later considerations. In fact, equation ([.2.33) is
valid for any vector A, not necessarily constant. In this case we have

— —

A(t) = BiA(t), (1.2.36)
where A and A are components of the one and the same vector but in the rotating and stationary
frames, respectively. Taking time derivative, we get

A=BA+BA=BA+BB 'A=BA +wxA. (1.2.37)

It will be further convenient to define the angular momentum velocity Q) measured with respect to
the body axes and, therefore, related to w as ([.2.36)), that is & = B;£). Then (|[.2.37) can be written
as

A= B,A + B;Q x BiA. (1.2.38)

It remains to recall the following fact from geometry. For any rotation matrix B, i.e. an orthogonal
matrix with the unit determinant, the following equivariance property of the cross product holds

B(uxv) = Bux Bv, Yu,vcR?, (1.2.39)
This property allows one to rewrite ([.2.38)) in the form

A= B, [K +0x A’} . (1.2.40)

Let us stress that we deal with the one and the same vector A. The expression in the brackets is
evaluated with respect to the coordinate axes of the moving system, the vector is evaluated in the
stationary frame. We will essentially use ([.2.40) when deriving Euler’s equations. Finally, we give
an expression for the angular velocity €2 inside the body
1 .
Q; = _§€ijk(BtB)jk- (L1.2.41)

This formula follows from ([.2.35)) together with the equivariance property of the Levi-Civita tensor
€, under orthogonal transformations, cf. ([.2.39)). Under B — Bg, one has Q- gflﬁ.
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2.4.2 Lagrangian

To compute the kinetic energy of a rigid body, one can consider it as a discrete system of material
particles and then sum (integrate in the case of continuum) their kinetic energies

=Y T
Using ([.2.31)), we obtain
; 1, , 1
T:Z%(VJNDXF)Q =372 m+ (V,(Z)’x ZW) 3 mE X 7Gx 7).

From this formula it is clear that it is convenient to put the origin of the moving system in the center
of mass, where Y m# = 0. Denoting the total mass as M = ) m, we will then have

Mo, 1
T:7V2+§Zm(wxﬁwxf).

Here the first term is the kinetic energy of the translational motion and it looks like as if the whole
mass of the body would be concentrated in its center of mass. The second term is the kinetic energy
of the rotational motion around an axis passing through the center of mass. The possibility to split
the energy in these two parts is due to the choice of the origin of the body reference frame in its
center of mass.

Let U be the potential energy of the rigid body in an external field. In general, the potential energy
is a function of six variables defining the position of the rigid body: 3 coordinates (X,Y,Z) = R of
the center of mass and three angles ¢, defining the orientation of the body axes with respect to the
stationary coordinate system. The lagrangian of the body is then L =T — U, that is

4 Mo, 1 q
L(R,3,V,&) = 7vz + 5Zm(w x 7@ x 7) — U(R, @) (1.2.42)

This lagrangian is a function of generalised coordinates R and J, and the corresponding generalised
velocities V' and . The first set of the Euler-Lagrange equations is

doL oL d, - OU dP U
- - —==—(M)+-==—+—5=0,
dt9v - 9R dt( ) OR dt  9R

where we recall that P = MV is the total momentum. Here

is the force which is equal to the sum of all forces acting on each particle of the body. In fact,
F' is equal to the sum of external forces because all internal forces cancel. Thus, the first set of
Euler-Lagrange equations is

dP
= F. 1.2.43
pr (1.2.43)

The second set of the Euler-Lagrange equations is

doL 0L d L U
ﬁﬁ_%—ft(zmrx(wxf‘))ﬂ—%—o,

where to vary the lagrangian over &, we made use of the formula

(B X T xT)=(Fx (JdxT),d).
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Further, we note that
domitx @x ) =) Fxmi=Y Fxp=L, (1.2.44)
where L is the total angular momentum computed with respect to the stationary coordinate system

with the origin at the center of mass of the rigid body. With this observation, the second set of
Euler-Lagrange equations take the form

(1.2.45)

where N is the torque. Equations 41.2.4?)[) and (II.2.45|) are equations of motion for the rigid body. In
the absence of external forces these equations simply reduce to conservation laws of the total linear
and angular momenta

dP

dL
=0 —
dt ’

— =0.

dt

We stress that P and L here are computed with respect to a stationary, i.e. inertial frame, in
particular, for L with the coordinate origin in the center of mass of the rigid body.

2.4.3 Inertia tensor

In the following we assume that translational motion is absent. Now we would like to change the
coordinates in the kinetic energy to that of the moving system. We have

1 1 - o
T o= Y m@ExrExn =3 m(BthBtF,BthBtf>
1 2 = 1 2 LR
=3 E m(Bt(er),Bt(er)) =3 E m(QxT,QxT1).

Here in the first step we used property ([.2.39)) of the cross product and in the second step, the
invariance of the scalar product with respect to orthogonal transformations. Thus, the kinetic
energy of the rotating body expressed via quantities of the moving system is

1 SR
T = EZm(er,er),
where we recall that the position vector ' of mass m is time-independent.

Let x; and €2; denote the components of I and Q, respectively. In terms of these components the
kinetic energy is

T= %Qin Z m(dijx2 — XX;), =7, (1.2.46)
Introducing a tensor
Ly = m(0ix" — xix;) (1.2.47)
we rewrite this kinetic energy in the form
O,

1 1
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where the last term is written in the matrix form. As is clear from its definition, tensor I;; is
symmetric I;; = I;;. This second rank tensor is called the moment of inertia tensor or simply the
inertia tensor. In the continuum case the inertia tensor is given by

Iz'j = /p(F)(XQ(LJ — Xin)dV,
where p(T) is the mass density.

In the matrix form the inertia tensor looks as

Sm(x3+x3) =Y mxixe — > mxix3
I= —Yomxixa  Som(x?+x3) = mxoxz
— > mxix3 — Y mxoxz  Y.m(x? +x3)

As any real symmetric matrix, the inertia tensor can be brought to the diagonal form by the cor-
responding choice of directions of the axes x1, x2, 3. These directions are then called the principal
inertia axes. The diagonal components I, I, I3 are known as principal moments of inertia. Via
the principle moments of intertia the rotation energy is expressed as

1
Trot = 5(
With respect to the principle moments of inertia, rigid bodies are characterised as

L2 + 1,03 + 10%).

e a body for which all three moments are different is called an asymetric top;

e a body for which I} = I3 # I3 is called symmetric top. In this case the choice of principal axes
in the zixs-plane is arbitrary;

e a body for which I; = Iy = I3 is called spherical top. A choice of any three principal axes is
arbitrary: any three perpendicular axes do the job;

e a body for which I} = Is and I3 = 0 is called rotator. This is the case of a system of particles
lying on the same x3-axis. Its peculiarity that it has not three but two rotational degrees of
freedom corresponding to rotations around the axes x; and xs.

Now we explain the relationship between the total angular momentum and the angular velocity.
Choosing the center of a stationary coordinate system in the center of mass of the rigid body, for
the angular momentum we have

E:ZmFx(cﬁxf‘):Bthf’x(ﬁxF):BtM,
where we have introduced the angular momentum M inside the body
M=> mix (@x1). (1.2.48)
We further have
{Fx (Q x F)L = Qix® —xx, 0 = (X305 — xi%;)Q; -

Thus, the components of the angular momentum in the moving frame are related to the components
of the angular velocity in this frame as

M; =Y " m(x6;; — xi%)Q = 1;Q; .
Regarding I as a 3 x 3 matrix, we can write the last relation in the form
M =15. (1.2.49)
If the axes x1,z9, 3 are directed along the principal inertia axes, then the above formula yields

M1 :Ilﬁl, M2 :IQQQ, M3 :Igﬂg. (1250)
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2.4.4 Euler’s top

Here we study the motion of a rigid body attached to one point in the absence of external forces.

Definition. The Euler top is a rigid body without any particular symmetry that rotates in the
absence of any external forces around a fixed point that coincides with its center of mass.

For the Euler top P = 0 and the Euler-Lagrange equation coincides with the conservation law of
the total angular momentum
dL
ab _ ¢ 1.2.51
o (L.2.51)
This equation is written with respect to a stationary coordinate system, i.e. with respect to this
system L is a constant vector. On the other hand, relation ([.2.50) between the angular momen-
tum and the angular velocity arises in the moving coordinate system oriented along the principal

inertia axis. To exploit this relation, we therefore need to transform equation ([.2.51)) in the moving
coordinate system. This is done with the help of equation (I.2.40)), according to which

Here L and M are components of the angular momentum with respect to the stationary and moving
coordinate systems, respectively. Thus, with respect to the rotating system equation of motion

([.2.51) takes the form

L (12.52)

Introducing the orts €, €, €, of the rotating system with coordinates 1 = =, z2 = y, 3 = 2
directed along the principal inertia axes, we first compute

D -
QAx M= Ql QQ Qg :é;;(lg—lg)ﬂggg—‘ré'y(ll —13)91Q3+€z(12 —11)9293.
Ilgl IQQQ 1393

Thus, for the components of the angular velocity in the moving frame we find the following equations

a2

117; + (I3 — 12)Q203 =0,
Q2

127; + (I = 13)Q230: =0, (1.2.53)
a2

137; + (IQ — Il)Qlﬂg =0.

These are the so-called Fuler’s equations.

Conservations laws. FEuler’s equations have two integrals of motion. The first one is the total
energy E which just coincides with the kinetic energy

1 1 1 1
B = 0:l;9; = 51192{ + 51293 + 51393. (1.2.54)

It is conserved due to Euler’s equations. Indeed,

dE

E = 119191 + IQQQQQ + 130393
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= (I — I3)1Q2035 + (Is — [1)21 Q203 + (I — [2)2:9:Q5 = 0.
The second integral is the length of the angular momentum. We have
L? = [? = (B,M,B,M) = M? = M} + M2 + M} = I?Q3 + 1302 + 1202 . (1.2.55)
Its conservation can also be proved by an explicit calculation

1dL? : : '
S = IO+ B0a0s + 1300
= Ni(Ip — I3)0 Qs + (I — [ Qa0 + I3(1 — 1) 210203 = 0.

Note that nether E nor L2 involve time derivatives of ’s.

Thus, we have proven that Euler’s equations have two quadratic integrals — the energy and L?. As
a consequence, M lies on the intersection of an ellipsoid and a sphere:

9F =L 72 . 8 L* = M? + M} + M2 . (1.2.56)

One can further study the structure of the curves of intersection by fixing the ellipsoid £ > 0 and
changing the radius of the sphere.

Integrating Euler’s equations. From the conservation laws ([.2.54]) and ([.2.55)) we can express
two angular velocities, for instance, €21 and €3,
1
0 = (2Bl - L%~ L(ls - 1)%)
1 11(13_1—1)( 3 ) — (I3 — 1)),
1

2 _ L 2 B - )
€ = I3(I3 — Il) ((L 2E11) 12(12 11)92) .

Then plugging these expressions into the Euler equation for {29, we obtain

@2 (QEL - L1?) — L~ I Q2>(L2—2E1 (s~ 92).

& LULL (2E13 ) — Io(I3 — 12)Q3 ) ( ( 1) — Io(I2 — )3
For definiteness we assume that I3 > Iy > I; and also that L? > 2EI,. Then making the substitu-
tions

_ [~ B)(L? —2E1) g [T~ I2)
I 1515 ’ 2\ 2B, — 12

and introducing the positive parameter k? < 1 byE

2 (I, — )(2EI3 — L?)
(Is — LL)(L? — 2EL)’

we obtain

/ 5 ds

T= .

o V(1—s?)(1—k%s?)

The initial time 7 = 0 is chosen such that for s = 0 one has Q5 = 0. Inverting the last integral, one

gets the Jacobi elliptic function
s=snT.

Using two other elliptic functions

2
en’r+sn’r=1, dn’ 7+ k%sn?7 =1,

13For a solution to exist the values of L2 must be bounded: 2EI; < L? < 2EI3.

71



Figure 2.10: The eulerian angles. Here XY Z and x129x3 are the stationary and moving coordinate
systems, respectively. The line ON is called the line of nodes.

we obtain the solution

281 — L 2B1; — L2 _ 0 L2 —2EIL
———cnT, =4/ ————=<snrT, =4/ —
L(Is — 1) 2 L(Is — 1)) 8 I;(Is — I)

The real period of all these three elliptic functions is given by 4K, where K is the complete elliptic
integral of the first kind:

! ds
K= /0 V= s2)(1 - kZs?)

The period T in time ¢ is, therefore,

I 1513
T = 4K .
\/(13 ~1)(L? — 2E1))

After this time both € and M will return to their original values. Thus, O and M perform a strictly
periodic motion. What is remarkable, is that the top itself does not return to its original position
with respect to the stationary coordinate system, as we now explain.

Eulerian angles. Our primary interest is to understand how the rigid body rotates in space rather
than to know the time evolution of the angular velocity or the angular momentum in the moving
frame. This information is encoded in the matrix B; that is parametrised by three parameters,
which we choose to be the eulerian angles.

Let XY Z and zizox3 be the the stationary and moving coordinate frames, respectively, see Fig.
[2.10] Denote by ON the line of nodes, that is the line of intersection of the planes XOY and z10zs.
The angles ¢, 0, in Fig. are called eulerian angles. The angle 6 takes values from 0 to 7, and
¢ and ¢ from 0 to 2.

Eulerian angles parametrise the following orthogonal matrix B
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cossin ¢ + cosf cos psinyy —sinpsing + cos@ cospcosy —sinbcos @
sin 0 sin v sin 0 cos cos 0

costcos ¢ — cosfsingsiny —sin cos ¢ — cos b sin ¢ cos sin 0 sin ¢
B = . (1.2.57)

Matrix B relates the coordinates A = (x,y,2)t of any vector in the moving frame with axes z;xox3
with the coordinates A = (X,Y, Z)? of the same vector in the stationary frame with axes XY

A= BA.

With an explicit parametrisation of B; in term of eulerian angles, we can now apply ([.2.35) to read
off the components of the angular velocity & in the stationary frame

wyp = 1/}sinﬁsinq§+ fcoso,
wy = —thsinf cos ¢ + O sin ¢, (1.2.58)
ws =1 cosh+ .

Analogously, applying l) we find the components of the angular velocity Q inside the body
0y = gi)sin@sinw + 9cosw,
Qy = ¢psinfcosth — Osin, (1.2.59)
Q5 = deosb+ ).

As a remark, both ([.2.58) and ([.2.59) can also be found geometrically, just by inspecting Fig. [2.10}

For instance, let us show this for ([.2.59). The angular velocity of the system is compounded of
angular velocities § about ON, ¢ about OZ and ¢ about Oz3. First we find the projections of these
velocities on the coordinate axes of the moving frame. For the projections of § we have

6, :écosqj), 0y = fésinw, 03 =0.

The velocity ¢ is directed along the axis Z of the stationary coordinate system. Its projections on
the axes of the moving frame are

(ﬁl = ésinﬁsinw, (/52 = qﬁsin@cosw, C'b?, = (i)COSQ.
The velocity 1/} is directed along x3. Collecting components along each axis, we obtain (|[.2.59)).

Lagrangian. Substituting ([.2.59) into the expression for the kinetic energy T = %IiQ?, we obtain
T in terms of the eulerian angles and their derivatives

I . . I, . . Ta . .
T= 51(¢sin981n1/) +0costp)? + Eg(qbsinﬁcosw — fsin)? + ?3(¢COS(9 + )2, (1.2.60)
Note that this expression simplifies for a symmetric top I; = I
_ I 9 2 . 9 IB . ‘Lo
Tsym = 5(0 + ¢*sin“ 0) + 5((;5 cosf +)°. (I.2.61)

The form ([.2.60)) fits the general expression for the kinetic energy in generalised coordinates

1 3
T=3 D 9@, F=(6,0,9), (1.2.62)

ij=1

14The proof of this fact can be found, for instance, in Goldstein, Poole and Safko, Classical Mechanics, Addison
Wesley, 2002.
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where g;; () is the corresponding metric. Regarding (I.2.60)) as the lagrangian L = T, we can derive
the Euler-Lagrange equations for &,
d oL 0L d oL 0L d oL 0L
- =0, —-——-—==0, ———-—=0. (1.2.63)
dt 9¢ 09 dt 99 00 dt oo O
The reader can verify that these 2nd order differential equations coincide with the 1st order Euler’s
equations ([.2.53) upon we substitute in them the expressions ([.2.59) for the components of the
angular velocity. Note also that ¢ is a cyclic coordinate, so that the corresponding momentum

Dy = My sinfsiny + Mysinf cosy + Mz cost = Lz

is conserved. It is now clear how integration of the very complicated Euler-Lagrange equations
proceeds. First, by a clever choice of variables €2; as in one reduces the 2nd order
equations to the 1st order Euler’s equations, which can be further integrated by quadrature due to
the existence of two integrals of motion: F and L2. After Eulers’s equations for €); are solved, one
needs to come back to and solve these equations for (¢,6,).

Motion of Euler’s top in space. There is a simpler way to solve for for (¢,0,) than to try
to directly integrate (L.2.59). By using eulerian angles we can relate the angular momenta in the
moving and the stationary coordinate systems. Using yet another arbitrariness in the choice of the
orientation of the stationary coordinate system XY Z, we choose it such that the angular momentum
L will directed along the Z axis. For the momentum in the moving coordinate system we then get

0
M=B'L=B'| 0 |, (1.2.64)
L
where B is given by ([.2.57]). Explicitly,
Lsinfsiny = L1y,
Lsinfcosy = I,Q,,
Lcosd = 1303,
where L = |E| is the length of L. From here
130 L
cosf = =2 3, tanz/J:I;Q;.
Substituting here the solution for §2; allows one to find
I3(L?2 —2ET
cosf = —3( ) dnT,

L2 (Is— 1)

Li(I3 — ) enTt

t = .
an’l/) 12(13—11) snT

Thus, both angles € and ¢ are periodic functions of time with the period T' (the same period as
for Q). However, the angle ¢ does not appear in the formulas relating the angular momenta in
the moving and the stationary coordinate systems. We can find it from the first two equations of

(L.2.59), namely,
Qq siny + Qg cosy

sin 0

d) =
This yields the following differential equation

d¢ L3+ O3
dr P2+ 202
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The solution of this equation is found by integration but the integrand appears a rather involved
combination of elliptic functions. Indeed, substituting the solution for €2’s in the last formula, we

find
dé L L 1

dr ILien27+ Iysn?27 I 1—a?sn?27’

where we introduced a? =1 — I,/I; <0, since by our assumptions Iy > I;. Thus,

L (7 dr’ L
= ¥ = 7H( ak 9 27 k) )
o(7) = ¢o + Il/o T o2 $o + I am(7, k),
where II(p, o2, k) is the incomplete elliptic integral of the third kind. Here ¢ = am(, k) is the Jacobi
amplitude. By using this explicit expression, one can show that the period of ¢, which is denoted
by T, is not commensurable with T. Consequently, this implies that the top never returns to its
original state.

Matrix form of Euler’s equations and generalisations. It represents a theoretical interest to
evaluate the lagrangian L = T for a matrix B without specifying its parametrisation in terms of
eulerian angles. We thus start from 7' = 1/21;Q? and substitute here 2; given by . Further
calculation proceeds with the use of the formula . Introducing a skew-symmetric matrix
S = BB, we find that the kinetic energy is

L= i[z”ﬁ([SQ) — TrITrSQ} = %Tr(ISQ), (1.2.65)

Here I is the inertia tensor regarded as a 3 x 3 symmetric matrix which we consider to be diagonal
and further introduce Z = I — 1/2TrI 1. Let us derive equations of motion that follow from this
Lagrangian. First we note that

5L = Tr(5SA)

where we have introduces a skew-symmetric matrix

A= (ST+1I8). (1.2.66)

| =

Next, we have ' )
S =6(B™'B)=-B'6BS+B 14B.

Plugging this into the variation of the lagrangian and integrating by parts, we will get
6L = =Tr [B7'6B(A+[5,A])]
from where we deduce the equations of motion
A+[S,A] =0, (1.2.67)

where A is given by ([.2.66]).

Further we note that this Lagrangian is invariant under B — hB, where h is a constant orthogonal
matrix. According to Noether’s theorem there exists the conserved Noether charge J corresponding
to this symmetry. It is given by

J=DBAB™'. (1.2.68)

Computing the time derivative of J one can verify that it vanishes due to equations of motion
(I.2.67)). This charge is nothing else but the conserved angular momentum. Although the lagrangian
is invariant under B — hB, the Noether charge is not, it transforms as J — AJh™!. Obviously, S
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can be identified with the matrix form of Q, A is the angular momentum in the moving coordinate
systemB J is the angular momentum in the stationary frame and ([.2.67) are Euler’s equations.
These equations admit straightforward generalisation to an arbitrary so(n) Lie algebra where they
are known as Fuler-Arnold equations.

2.4.5 Lagrange’s top[|

When a rigid body fixed at a stationary point O is in a gravitational field of the Earth, its weight
has to be taken into account. The problem of the motion of such a "heavy" rigid body has not yet
been solved in the general case and in some sense is unsolvable. One special solvable case, found
by Lagrange, is when two inertia moments are equal, for example I; = I and the center of mass is
located at a position (z7 = 0,29 = 0,23 = [) with respect to the rotating frame. This situation is
achieved when the top has an axis of symmetry (around the third axis) and is attached to a point
on this axis.

Definition. Lagrange’s top is a heavy axially symmetric rigid body fixed at a stationary point on
its symmetry axis in a uniform gravitational field.

We assume that the stationary point O coincides with the apex of the top, as in Fig.
Let both the stationary coordinate system XY Z
and the rotating system zizox3 have the origin
at O and let the axis Z of the system XY Z be
directed vertically. The fixed point O does not
coincide with the center of mass, the latter is
lying at the distance [ from the origin along the
x3-axis. Denote by I;; the inertia tensor of the
body with respect to the center of mass. The
axes r1, T, xr3 coincide with the principal inertia
axes and, therefore, I;; is diagonal, I;; = I;d;;.
However, to describe the kinetic energy of the
body fixed at O, we need to use the inertia ten-
sor with respect to O, rather then with respect
to the center of mass. In the rotating system
the center of mass is away from the origin by
the vector @ = lé,, where €, is the ort of z3. Figure2.11: Lagrange’s top spinning with its apex
The inertia tensor Ij; with respect to O is then being a fixed point.

obtained from I;; by using the formula (proved

in Tutorial VIII)

I = Iij + M(a®6;; — aia;),
where M is the mass of the top. From here we see that the principal moments of inertia with respect
to O are shifted according to

I=0L+MP* I,=I5L+IM?* I,=1I3,

so that I{ = I}, because for Lagrange’s top I; = I,. Using the eulerian angles, we write the
lagrangian L = T — U by taking into account the expression ([.2.61]) for the kinetic energy of the
symmetric top where we replace I; by I{, namely,

I ; I, . .
L= 51(02 + $?sin? 0) + 53((/50059 + )% — Mgl cos®. (1.2.69)

15The exact relations are ; = —%eiijjk and M; = €;;p\ i, where M; is given by ([.2.50). The inverse relations
are S'Lj = _E'ijQk and Aij = %ez]kMk
16This subsection is optional.
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We observe that in spite of the presence of the gravitational potential, the coordinates ¢ and
remain cyclic and, therefore, their conjugate momenta are conserved. These momenta are

p’(/) — g,(L/'):I3(¢COSH+’[/})’
oL ;) .92 2 / i
p¢ = 874) = ([1 Sin 9"']3 COs 0)¢+I'3/¢)COSG

One can see that p, and p, coincide with the components of the angular momentum Lg (in the
rotation frame) and Lz (in the stationary frame), respectively. Indeed, from ([.2.59) we get the
components of the angular momentum L in the moving frame

Ly = Iwy = I} (¢sinOsiney + O cos ),
Ly = Iwy = I} (¢sinf cosyp — Osinp) (1.2.70)
L3 = Isws = Ig((bCOSO + 1/J) )
Therefore,
py = Ls (1.2.71)

By using ([.2.57), we find the component Lz of the angular momentum in the stationary frame
through its components (L1, Lo, L3) in the rotating frame

Ly = Lysinfsinty 4+ Losinf cosy + Lz cos6 .
Upon substituting here ([.2.70f), we find that
Dy = LZ . (1272)

Of course, conservation of Ly and Lg also follows from Noether’s theorem. Lagrangian ([.2.69))
is invariant under infinitesimal constant rotations d¢ = € and d¥ = ¢, so that the corresponding
components of the angular momentum, L, and L3z must be conserved.

In addition to Ls and Lz, there is on more conserved quantity is the energy

I

. ) Ia . )
E= 5(02 + 2 sin? ) + 53((1) cosf 4 )% + Mgl cosf . (1.2.73)

Thus, Lagrange’s top has three integrals of motion (Lz, L3, F) and nor we use them to solve the
equations of motion.

From ([.2.71)) and ([.2.72]) we the find

. Lz — Lscosf
¢:I,.72
psinc6 (1.2.74)
¢—E—0050LZ_L3COS9 -
I3 I/ sin® 6

Substituting these expressions in the formula for the energy, we obtain the one-dimensional problem
I .
E = 5102 + Uit (6) (1.2.75)

where we have introduced

L2
E=E-22, Ug=
2[37 ff

(Lz — L3 cos0)?

+ Mgl cosf.
2I{sin29 g
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Figure 2.12: The possible shapes for the locus of the top axis on the unit sphere with center at the
apex of the top. The axis monotonically precesses around the vertical and simultaneously nutates
up and down.

Expressing from ([.2.75)) the variable 6 and separating the variables, we find

do
t= / R (1.2.76)

S

It is not so difficult to understand quantitatively some general features of the motion of Lagrange’s

top. To this end, we rewrite ([.2.75)) as

(Lz — L3 cos0)?

— Mglcosé.
21/ sin* 0 g

I 4o
-
2

Introducing a new variable x = cos 6, the last equation can be written in the form
(I})2i? = 2IE' (1 — 2%) — (Ly — Lax)* — 2 Mgl(z — 2®). (1.2.77)

On the right hand side we have a cubic polynomial, which is negative for both z = 1 and x = —1 and
it tends to +oo for x — 4-00. For some real values of x between —1 and 1 the cubic polynomial must
be positive because the left hand side of equation is positive. Thus, the polynomial should
have two real roots in between —1 and 1, the third root is also real and bigger than 1. If we order two
real roots ©1 = cos#; and zo = cosf between 1 and —1 as x1 > x2, then they define two turning
points 61 < 05, so that 6 oscillates between 6; and 5. Under these oscillations the sign of qb remains
constant or changes, depending on the behaviour of the sign on the difference Lz — L3 cosf. In the
first case the axis of the top precesses around the vertical monotonically, simultaneously performing
nutation up and down, see Fig. [2.12] first picture. In the second case the direction of precession is
opposite at two turning points, so that the top axis moves by making loops, see the second picture
of Fig. Finally, if one of 6y, 6 coincides with zero of Lz — L3 cos, then on the corresponding
limiting circle ¢ and 6 turn to zero simultaneously, so that the axis describes the trajectory as in
the third picture of Fig. 212

The integral ([.2.76)) can be computed in terms of the Weierstrass elliptic function g. Further,
making a substitution
214 2E'I] + L3
#{t) = s alt) +
Mgl 611 Mgl

we bring ([.2.77) to the form
2 =42% — goz — g3, (I.2.78)

where

1
© = o ((2E'11 + L3)2 — 121 Ly L Mgl + 12(11Mg1)2)
1
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1
= 9161 <(2E/[1 + L3)° — 18I L3 L7 (2E' ] + L3)Mlg + 18(I{ Mgl)*(L3 + 3L% — 4E’I{)) .
1

Equation ([.2.78]) is nothing else but the differential equation satisfied by the Weierstrass elliptic
function

©° = 49" — gop — g3, (1.2.79)
so that the general solution is z = p(t + ), where ¢ is an integration constant. Thus,

o] QBT + L2
O(t) = —Ep(t+06)+ —L 7
cos0(t) = 371 T+ =g

2.5 Motion in noninertial system

Here we would like to address a general question how the equations of motion look like in a noninertial
coordinate system. As a starting point we can again employ the principle of the least action which
applicability is not restricted by any choice of the coordinate system. This principle implies the

Euler-Lagrange equations
doL 0L 0

dtov v
However, now the lagrangian will be different from the lagrangian in an inertial system k& where the
latter for a single particle has the form

mb? d¥

Linert = T - U, H = % 5 (1280)

where we decided to denote the quantities related to the inertial frame k by gothic letters. We
transform Li,et into a noninertial frame in two steps.

First we introduce a noninertial frame K’ which performs with respect to k a translational motion
with velocity V'(¢). Then the velocity of a particle in k and K’ are related as

Here V2 (t) is some given function of time, it can be represented as a total time derivative of some
other function and, therefore, the third term in the expression above can be thrown away. Next, we
have

mﬁ’-Vzm(%,ﬁ) = —m(ﬂ,%) + %(mf’,‘?).
Omitting here the last term which is also the total time derivative, we get the following lagrangian
mff’Q
2

L=

—m(W,7)-U, (1.2.81)

where W = % is an acceleration of the translational motion of K’. From this lagrangian we derive

the following Euler-Lagrange equation

dv’ ou - - -
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Thus, the influence of translational motion of the coordinate system leads to an appearance of an
additional homogenous force field —mW, where W is the acceleration of the origin of the coordinate
system K'. This force is called the inertial force of translations and it is directed opposite to W.

Example. At the moment of takeoff, a rocket has acceleration # directed upward. Thus, the co-
ordinate system K’ connected to the rocket is not inertial, and an observer inside can detect the
existence of a force field mW and measure the inertial force, for example, by means of weighted
springs. In this case the inertial force is called overload.

Example. When jumping from a loft, a person has acceleration g, directed downwards. Thus, the
sum of the inertial force and the force of gravity is equal to zero: weighted springs show that the
weight of any object is equal to zero, so such a state is called weightlessness. In exactly the same
way, weightlessness is observed in the free ballistic flight of a satellite since the force of inertia is
opposite to the gravitational force of the Earth.

As the second step, we introduce one more coordinate system K, which has the common origin with
K’ but rotates with respect to K with angular velocity &(t). The velocity ¥’ of the particle with
respect to K is the sum of its velocity ¥ with respect to K’ and the transferred velocity & x 7 of its
rotation with the system K

T =0+d %7,

where we have taken into account that 7 and 7 in the systems K’ and K coincide. Substituting this

into ([.2.81f), we get
L=—+m(0a&x7) + =@ x7&x7) —m(W,7)—U. (1.2.83)

This is the general form of the lagrangian of a particle in an arbitrary noninertial frame. We then
derive the Euler-Lagrange equations

d oU
dt(mff—kma’ixf’)—(mﬁxdf—m&ix(dz’xr) mW—m>=0.

These equations are then brought to the form of Newton’s equations

v =
me = F —mW — M X 7 — 2m@ X T —ma x (& x 7). (I.2.84)

dt

Thus, the effect of rotation brings three new force fields which have the following names

1) the inertial force of rotation: —ma x 7
2) the Coriolis force: —2md x 7,

3) the centrifugal force: —md x (& x 7).

The last two forces are present for uniform rotation. The Coriolis force is different from other forces
considered so far that it depends on particle velocity. The centrifugal force It lies in the plane passing
through & and 7 and is perpendicular to the rotation axis (i.e. the direction of &) and is directed
away from the axis. Quantitatively, this force is equal to mpw?, where p is the distance from the
particle to the rotation axis.

Consider separately the case of a uniformly rotating system which does not have translational ac-
celeration. Putting in 1) @ = const and W = 0, one gets the lagrangian

+mV, G xT)+ —(dx7Fdx7)—-U (1.2.85)



and the Euler-Lagrange equations

dv o
md—;):F—2moU><17—m<D><(o‘j><F). (1.2.86)

Compute the energy of the particle in this case. We have the canonical momentum

L OL S o
P=—7s=mUu—+mwXr.

ov

Substituting it in the expression for the energy F = p0 — L, we find

=2
E:%f%(&xf)erU

The energy does not contain the term linear in velocity. The effect of rotation boils down to adding
a term depending on coordinates of a particle and proportional to the square of the angular velocity.
This additional energy —2 (& x 7)? is called centrifugal.

2.6 Hamiltonian mechanics

Formulation of the lagrangian mechanics assumes the description of a mechanical system by speci-
fying its generalised coordinates and velocities. Such a description is not the only possible one. In
many cases, especially for study general questions of mechanics, it is more convenient to describe
a system with the help of generalised coordinated and momenta. The corresponding description is
known as hamiltonian formalism.

To develop a certain culture of working with indices in the situations when the metric is not euclidean,
in this section we use for coordinates the standard notation where they come with upper indices,
while the corresponding momenta (co-vectors) naturally carry the lower indices. Of course, for the
euclidean metric on the phase space there is no distinction between upper and lower indices.

2.6.1 Hamilton’s equations

The main object of the hamiltonian description of mechanics is hamiltonian H, which is the energy
of the system expressed in terms of canonical (generalised) coordinates and momenta, H(p,q) =
H(pj;,q;j). For a system with n degrees of freedom, instead of the n second-order Euler-Lagrange
equations, in the hamiltonian formalism one has 2n first-order differential equations for the canonical
coordinates and momenta which have the following remarkably symmetrical form

. OH
q; = a._
8pj
 om (1.2.87)
pj - aqj .

These are Hamilton’s equations. Because of their beauty and symmetry these equations are called
canonical equations of mechanics, and the variables - coordinates and momenta - canonical variables.
Here the function H(pj,q;) is related to the Lagrangian of the system by the so-called Legendre
transformation

H(p,q) = > pjd; — L(g.4,t)| ., pi= (1.2.88)
j=1

q—pi 0¢;
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This means that we have to invert the equations p; = 8 L and obtain ¢; = ¢;(p, ¢) and then substitute
these expressions for the velocities into the Legendre transform obtaining thereby the Hamiltonian
as a function of the canonical coordinates and momenta.

The Hamilton’s equations can be obtained starting form the lagrangian description. as follows. We
take the full differential of the lagrangian|

oL oL .. . . . ) .
dL = yqdqi + a—qdqi = pidq; + pidd; = pidq; + d(piGi) — qidp;

where we have used the definition of the canonical momentum and the Euler-Lagrange equations.
From here we find

d(pigi — L) = qidp; — pidg; - (1.2.89)

Defining the hamiltonian by means of the Legendre transform

H(p,q) = pi¢; — L(q,q)

. b
qi—Di

we then deduce from ([.2.89)) that the differential of the hamiltonian considered as the function of
p; and g; reads as

dH = ¢;dp; — pidg; -

From this expression, the differential Hamilton’s equations (1.2.87)) follow. The inverse Legendre
transform allows one to reconstruct the lagrangian from a given hamiltonian and, therefore, in the
non-singular situationﬁ these descriptions are perfectly equivalent.

The total derivative of the hamiltonian reads

dH
E - Z Qz‘i’zapz

Substituting here ¢; and p; from equations ([.2.87)), we see that the last two terms cancel and we get
dH  OH
dt ot

In particular, if the hamiltonian does not explicitly depends on time, then dH/dt = 0 and we again

obtain the conservation law of energy.

Hamilton’s equations can also be obtained by means of the variational principle. The corresponding
action has the form

to _

Slp, 4] :/ (pig" — H(p,q))dt. (1.2.90)
t1

Varying this action with respect to p and q, considered as independent variables, one obtains the

hamiltonian equations.

Example. Newtonian mechanics. We start form the following lagrangian for a system on N particles
interacting by means of potential forces

L= o~ U(F 7
—ZT— (’I"l,...,T‘N).
i=1

17To simplify our consideration, we use here Einstein’s convention for the summation of indices.

18 A singular situation arises when one cannot solve equations p; = % In this case one has to modify the

hamiltonian formalism, how to do this was explained by P.M. Dirac. The cérresponding discussion goes beyond the
scope of the present course.
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The canonical momenta are

. 0JL . _ _ D
Di = 2= =MV — V= —,
a’l)i m;

so that for the corresponding hamiltonian we find
N N 7
H=) pi-ti—L=Y ——4U,...,in)=T+U.
;pz (% ; sz + (Tlv 7T'N) +

Hamilton’s equations are

s OH _ pi
K3 - 6@/_’]’]’]}1’
. 9H U
A

These equations are equivalent to Newton’s equations. Indeed, we differentiate the first equation
over t, multiply it by m; and use the second equation to get
ou
8’]7"1 - (2]

—

miTi = pi =

Al

which are nothing else but Newton’s equations.

Hamilton’s equations can be represented in the form of a single equation. Introduce two 2n-

dimensional vectors
. OH
7= ( 4 ) , VH=| 9% (1.2.91)
p dp;

g=(9 1L , 1.2.92
(11 0) ( )

where 1 is the n X n unit matrix. Then ([.2.87) are concisely written as

and 2n x 2n matrix J:

i=-J-VH, or  J-#=VH. (1.2.93)
In this form the Hamiltonian equations were written for the first time by Lagrange in 1808.

The vector z = (x!,...,2?") defines a state of a dynamical system in classical mechanics. The

set of all states forms the phase space & = {x} of the system which in the present case is the
2n

2n-dimensional space with the euclidean metric (z,y) = > a*y’. Solving Hamilton’s equations with
i=1

given initial conditions (po,qo) representing a point in the phase space, we obtain a phase space

curve

P = p(t;po, qo) s q = q(t;po, qo)

passing through this point. As follows from the uniqueness theorem for ordinary differential equa-
tions, there is one and only one phase space curve through every phase space point. The tangent
vector to the phase space curve is called the phase velocity vector or the Hamiltonian vector field.
By construction, it is determined by the Hamiltonian equations. The phase curve can consist of
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Stationary point

H = const — Energy levels

Y

=

Figure 2.13: Phase space trajectories of the harmonic oscillator.

only one point. Such a point is called an equilibrium position. The Hamiltonian vector field at an
equilibrium position vanishes.

Example. Phase space of the one-dimensional harmonic oscillator. To get more familiar with the

concept of a phase space, consider as an example the one-dimensional the harmonic oscillator. The
2

potential is U(q) = ™~¢*. The Hamiltonian

P mw?

H=—
2m+ 2

Hamilton’s equations of motion are given by ordinary differential equations:

. p . ..
j=—, p=-mw?q = {=-u’q.
m
The law of conservation of energy allows one to find the phase curves easily. On each phase curve
the value of the total energy F = H is constant. Therefore, each phase curve lies entirely in one

energy level set H(p, q) = h. For the harmonic oscillator

2 2 2 2
P mw? P q

ol —h - —1.
om T2 4 2mh b

and the phase space curves are ellipses and the origin, see Fig. The Hamiltonian vector field is
0 p 0

0 0
Xy =0— 4+ p— = - — _ muw?qg— Xyg-H=0.
= qaq pap m dq qap7 A 0

2.6.2 Poisson brackets

Let F(2?) be the space of smooth real-valued functions on #2. This space carries the structure of an
algebra with respect to the point-wise multiplication and its elements are called observables. Using
the matrix J, one can define on F(Z?) the following Poisson bracket

Y (Wag_af@g)

{1.9}@) = T70:8939 = >\ 5030~ 5a:

i=1
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for any f,g € F(Z?). The Poisson bracket is a map F () x F(&?) — F(Z?) which has the following
properties

1) Linearity {f +ah,g} = {f,g} + af{h.g};

2) Skew-symmetry {f,g} =—{g, [};

3) Jacobi identity {f,{g,n}} + {g,{h, f}} + {h,{f,g}} = 0;
4) Leibniz rule  {f,gh} = {f,g}h + g{f.h}

for arbitrary functions f,g,h € F(£?) and a € R. The first three properties imply that the Poisson
bracket introduces on F () the structure of an infinite-dimensional Lie algebra, while the Leibniz
rule expresses the compatibility of the bracket with multiplication in F(£?). Due to this rule, the
bracket is fully determined by its values on the coordinate functions z? for which {z% 27} = J% or,
explicitly,

{ai,4;} =0, {pi,pj} =0, {pi,q;} =di. (1.2.94)

Using the Poisson bracket, Hamilton’s equations for the coordinate functions can be rephrased in
the following concise form

i ={H 2} & i={Hax}=Xpy- -z,

where X g is the hamiltonian vector field. As a consequence, evolution of any function f = f(q,p,t)
on the phase space is governed by the equation

a _of

dt_§+{H7f}'

In particular, if f does not explicitly depend in time,

af B .
E_{va}—XH I

Due to the skew-symmetry property of the Poisson bracket, this form of Hamilton’s equations makes

the conservation law for H obvious p
— ={H H}=0.
dt (., H}

It follows from Jacobi identity that the Poisson bracket of two integrals of motion is again an integral
of motion (Poisson theorem). The Leibniz rule implies that a product of two integrals of motion is
also an integral of motion. The algebra of integrals of motion represents an important characteristic
of a Hamiltonian system and it is closely related to the existence of a symmetry group.

Poisson manifolds. The phase space is not always Euclidean R?”. The generic situation is that
the phase space is a manifold and the the Poisson tensor J is different from . The properties
1) —4) provide a general definition of the Poisson bracket for an arbitrary smooth manifold &. Any
Poisson bracket is described by a skew-symmetric tensor J on & satisfying the Jacoby identity. In
local coordinates this identity takes the form

Z Jikalem =0,

(i,l,m)

where the sum is over the cyclic permutation of indices. A manifold endowed with a Poisson bracket
is called Poisson.
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In general, the rank r of the matrix J is less than or equal to the dimension dim & of a manifold
and it might change from point to point. In the case when r = dim & at every point, the matrix J
is invertible and the corresponding Poisson bracket is called non-degenerate. This is only possible if
dim & is even. Indeed, since J! = —J, one has

detJ = det(—J) = (=1)9™ Pdet.J
so that (—1)3™ % = 1 since det.J # 0.

Example (optional). As a non-trivial example of the hamiltonian dynamics we consider the motion
of a rigid body. Starting from the rigid body lagrangian

L= %Tr(ISQ) , S=B7!B,

see ([[.2.65]), we derive the Poisson structure and Hamilton’s equations, as well as verify that they
are perfectly match our findings in the lagrangian approach. We start with computing the canonical
momentum

oL 1 0L . . 1 . 1 )
P,=——==-—"(ZB 'BB™'B),, = =(B 'BIB Y, + =(ZB 'BB7 Y.
J 332] 253”( )kk: 2( )J 2( )J

Here, by definition, we understand Pj; as the canonical momentum conjugate to the coordinate B;;.
The above formula for the canonical momentum can be written in the matrix form

1
P= 5(SI+IS)B—1, (1.2.95)
so that
1
PB =3 (ST+1IS)=A, (1.2.96)

where A is the angular momentum in the moving frame, c¢f. ([.2.66)). By using the Legendre
transform, we determine the hamiltonian

H=P;B; — L = Tv(PB)- %Tr(ZSQ) = Tr(PB) — iTr(IS + S7)S

Tr(PB) — %Tr(AS) = Tr(PB) — %Tr(PBS) = %Tr(PB),

where we have used ([.2.96)). The hamiltonian appears to coincide with the lagrangian because the
lagrangian is just the kinetic energy. This is not yet the final answer because we still have to express
H in terms of coordinates and momenta. To solve for B in terms of P, we write ([.2.96) in the
matrix form

2(PB)ij = (ST +15)i; = SijZ; + 1;Sij = (Zi + Z;)Si; ,

from where we find

. 2(PB);; 2y
S;i = (B 'B);; = Y= /R 1.2.97
( Ji L+1; ZI;+17I ( )

Thus, the hamiltonian is the following function of the canonical coordinates and momenta
(PB)i;(PB)ji

1
H= §(PB)iiji = ; T4, (1.2.98)
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Determination of the Poisson structure between the canonical variables is not straightforward. This
is because we deal with a constrained system. Although we do not use the method of lagrangian
multipliers, we should have in mind the orthogonality constraint

C;=B'B-1=0. (1.2.99)
Differentiating this constraint in time,
Ci=B'B+B'B=(B'B) +B'B= (B 'B)+B'B=S'+5.

Thus, if we want to keep C; = 0 for all the times, we have to impose a condition S*+.S = 0 meaning
that S should be a skew-symmetric matrix. Then, definition ([.2.96]) of the canonical momentum
leads to another hamiltonian constraint

Cy = (PB)'+ PB=0. (1.2.100)

This constraint implies that not all the components of the canonical momentum are independent,

rather from ([.2.100) together with ([.2.99) one gets that
P'=_BPB.

Note by passing that the above relation also implies that
(BP)"! +BP =0. (1.2.101)

No new constraints further arise; if we differentiate Cy then the corresponding equation will be
satisfied due to the equations of motion.

It is now clear that the Poisson bracket between the conjugate coordinates and momenta cannot be
the canonical bracket {P;;, Bii} = 0k, as the latter is not compatible with constraints (I.2.99)
and ([.2.100). An educated guess for the Poisson bracket compatible with constraints is

{Bij,Bu} =0,

{Pij, B} = 3 (0adjx — BriBji) (1.2.102)

{Pij, Pu} = 5 (0ir(BP)j — 6;1(PB)i) -
At the end of this example we provide (in small print) a straightforward verification of the Jacobi
identity, as well as show the compatibility of ([.2.102) with constraints ([.2.99) and (I.2.100)). One
way to derive ([.2.102)) from the canonical Poisson bracket {P;;, Bxi} = 0510k is to use the Dirac
bracket construction known in the theory of constrained hamiltonian systems. Another way is to

note that ([.2.102)) is equivalent to the canonical Poisson structure of the cotangent bundle T*SO(n)
of the orthogonal group SO(n).

More generally, the cotangent bundle T*G to a Lie group G is a manifold isomorphic to the product
T*G ~ G x g*, where g* is the dual space to the Lie algebra g of G. If the space g is supplied
with a non-degenerate bilinear form, we can use this form to identify g* with g: g* ~ g, so that
the cotangent bundle is isomorphic to G x g. As such, it can be parametrised by elements (g, £),
where ¢ € G and ¢ € g. Matrix elements of the defining representations of G in GL(n,C) and
g in Mat(n,C) can be regarded as coordinate functions on the cotangent bundle; we denote these
coordinate functions as g;; and ¢;;, respectively, where ¢, 5 = 1,...,n. Finally, the cotangent bundle
of G is a Poisson manifold with the following Poisson bracket which we write as the set of brackets
between the coordinate functions

{91792} = Oa
{01, 92} = 92C12, (1.2.103)

{t1,65} = [C12,01] = £[Cha, b1 — Lo].
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Here subscript 1 and 2 stands as a concise notation for the matrix indices ij and kl, respectively,
and C15 € g® g is the so-called split Casimir. For any A € g the spilt Casimir has the property that

A1 = Tr2012A2 5 (12104)
which in components means A;; = Cjj ki Ak, i.e. C is the identity operator in g.

Now we specify the group G and the Poisson structure of its cotangent bundle to the case of interest
G = SO(n). For the orthogonal group the corresponding split Casimir is

1
Cij»kl = 5(51'1(5]% - 5ik5jl) .

It is skew-symmetric with respect to the interchange i <+ j and separately with respect to k < [
and it fulfils (.2.104]) for any skew-symmetric matrix A. For the Poisson structure ([.2.103]) we then

find in components

{9ij, 91} =0,
{lij, g1} = GrmCijomi = 5 (8u19kj — 6j19ki) (1.2.105)
{0ij, i} = Cimkilmj — LimCrmjir = 5 (8itli; — Sirliy — 8jilis + 0jilix) -

Now one can verify that with an identification
g=1B, {=PB=A (1.2.106)

the Poisson structure ([.2.102)) for B and P precisely yields the structure ([.2.105)) for ¢ and ¢. To
prove this result, upon evaluation of the brackets by the Leibniz rule one has to use the constraints

(1.2.99) and (I.2.100)). This shows that a generalised Euler’s top can be understood as a dynamical
system on the cotangent bundle of the orthogonal group SO(n). The structure is called
the Poisson structure in the left parametrisation. The right parametrisation amounts to replacing ¢
with an element

m=glg ' = B(PB)B™'=BP=BAB ' =],

which physically coincide with the angular momentum in the stationary frame, see ([.2.68). By
using either ([.2.102)) or (I.2.103)), one can show that angular momenta in the moving and stationary
frames Poisson commute {¢;;, my} = {Asj, Ju} = 0.

Let us now derive Hamilton’s equations. We have

. PB);;
Bi; ={H, B;} = ZBil(I_ +)1']z = ZBilSlj = (BS)ij,
l 7 l

where we have used (.2.99) and (L.2.100). Note that the result we obtained agrees with our original
definition of S as S = B~'B. Analogously,

(PB)ik
~ L +1;

Pyj={H,P;} = - Pyj = —(5P)

ij s

where again ([.2.99) and (I.2.100) have been used. Hence, Hamilton’s equations written in the matrix
form are

B=BS, P=-SP, (1.2.107)

where S is understood as the matrix with entries given by ([.2.97). We can now find the evolution
equation for A = PB

A=PB+PB=-SPB+PBS=—-SA+AS=—[S,A],
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which obviously coincide with ([.2.67) found from the lagrangian approach.

Now we make the following interesting observation. According to the last line in ([.2.105)), the
Poisson bracket between the components of A is closed

{Aij, A} = 5(0ulij — Sinliy — Ok Nig + Ghike) - (1.2.108)

The matrix A is skew-symmetric and the above relations coincide with the defining relations of the
Lie algebra so(n) for the case of general n. The hamiltonian can also be expressed via A only

Ay Ai A
H= ——L- L 1.2.109
; Z +Ij 2 7z +Ij ( )

Note that the actual summation here runs over ¢ # j because A;; = OE Now we can also show that
Euler’s equations are hamiltonian with respect to the Poisson structure ([.2.108) and hamiltonian

([[2.109). Indeed,

. Aji Aj;
A = {H, A}

Aii A
II{”’M} I+,

2A 5 ZAk
E:A 2y E: Ay = (AS) — (SA
j W 1T, 2T, +Ik (AS)rt — (SA)wi

——(0ukj — OirAij — OnjNig + 05 \ig)

An algebraic variety generated by the matrix elements A;; of a skew-symmetric matrix A supplied
with the Poisson bracket also gives an example of Poisson manifold. This manifold is
the dual space g* to the Lie algebra g and the corresponding Poisson bracket is the so-
called Kirillov-Kostant bracket. In opposite the canonical bracket on the cotangent bundle, bracket
is degenerate and has Cj, = TrA* as Casimir functions.

For the reader who is not familiar with the notion of the cotangent bundle and its Poisson structure, here we proved the
proof of the Jacobi identity for the Poisson brackets ([.2.102) by straightforward calculation. Because of the structure of
the brackets, the Jacobi identities involving three B or two B and one P are trivially satisfied. The first non-trivial Jacobi
identity is

{{Pij, Pi}, Bmn} + {{Pri, Bmn}, Pij} + {{Bmn, Pij}, Pri} = 0.

We then compute the brackets involved here one by one. We start with

{{Pij, Pri}, Bmn} = A{0ix(BP)ji —3;1(PB)ir,Bmn} = 0isBjs{Pst, Bmn} — 9ji1{Pis, Bmn}Bsk
= 6ikBjS(6sn6lm - BanBln) - 6jl(5in67ns - BmiBsn)Bsk
= 6ikOimBjn — 6ikdjmBin — 010in Bmik + 0100k Bmi ,

where constraint ([.2.99) has been implemented. next,

{{Pri; Bmn}, Pij} = {0kndmi — BmrBin,Pij} = {Pij, Bk }Bin + Bmr{Pij, Bin}
= (0ix0jm — BmiBjr)Bin + Bmk(0indj1 — BiiBjn) -

Analogously,
{{Bmn,Pij}, Pri} = —(6ki0miBjn — BmiBiiBjn) — Bmi(0kndji — BjkBin) -
Now adding up these three pieces we obtain zero, i.e. the Jacobi identity at hand is satisfied.

The last Jacobi identity to check is
{{Pij, Pui}, Pmn} + {{Pmn, Pij}, Pri} + {{Pri, Pmn}, Pij;} = 0.
‘We have

{{ 7J7Pkl}7Pmn} = {6zk(BP)Jl _6]l(PB)Lk7 mn}

19For the usual case when i, j, k = 1,2, 3 one has Zi+Z; = —I <0, wherek #iand k # j. Since AjjAj; = —A?j <0,
the hamiltonian H is positive-definite.
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= ir{Bjs; Pmn}Psi + dix Bjs{Psi, Pmn} — 0;1{Pis, Pmn}Bsk — ;1 Pis{Bsk, Pmn}
=  —0ik(0msOnj — BjmBns)Psi + 0ikBjs(0sm (BP)in — 6in(PB)sn)
_6jl(67im,(BP)Sn - 5sn(PB)i7n)Bsk + 6ijis (dmkéns - Bsm,Bnk) .

Hence, we get

{{Pij, Pri}, Pmun} = —0ik0njPmi +M+M+ 6ikO1n Pmj
= —8;18im Prn + 81 (PBYm Bk + 8j10mk Pin — 851 (PBYmBrk ,

where the cancellation on the first line happen due to the constraint ([.2.101). Thus,
{{Pij, Pri}, Pmn} = —0ik0njPmi+ 0ik0inPmj — 0;10im Prn + 0510mk Pin -

Making here the cyclic permutations of pairs of indices we get the other two terms in the left hand side of the Jacobi identity
and adding all them up we find zero. Thus, we conclude that on the constraint surface given by equations (I.2.99) and
(1.2.100)), the Jacobi identity is satisfied.

Now we check the compatibility of constraints with the Poisson structure. To this end, we compute the Poisson brackets of

the constraints (I.2.99) and (I.2.100)) with coordinates and momenta and show that on the constraint surface given by (I.2.99)
and (I.2.100) these brackets vanish. We start with ( 99) and notice that its Poisson bracket with B;; trivially vanishes.
Then, we have to compute

{(BtB)ija Pu} = {BsiBsj, Pri} = —{Pi, Bsi}Bsj — Bsi{Pri, Bsj}
= —(0rid1s — BskBii)Bsj — Bsi(0k;01s — BsiBij)
=  —0ri +0k;Bii —0k;Bii +9ikBi; =0,

where constraint ([.2.99)) have been used. Next, we look at the brackets of ([.2.100). First,

{(PB)ij + (PB)ji,Bri} = {Pis,Bri}Bsj+i+>j=(0;10ks — BriBsi)Bsj +1 > J
= 6uBrj — 61jBri +0;1Bri —d1:Brj =0.

Second,

{(PB)ij + (PB)ji, Pri} = {Pis,Pri}Bsj+ Pis{Bsj, Pri} +i¢j
=  (0ix(BP)si —0s1(PB)ir)Bsj — Pis(0rj0s1 — BspBij) +i <+ j
= i Pj — (PByrB1; — Pudk; + (PByrBr; +i+j=0.

This completes the proof of compatibility of the constraints with the Poisson structure.

2.6.3 Canonical transformations

Consider a generic change of coordinates on a phase space

Qi =Qi(g:p,t), P =P(qpt) (1.2.110)

and ask which of these transformations preserve the form ([.2.87) of Hamilton’s equations with a
new hamiltonian H' = H'(P,(Q), that is

OH' . OH'

Qi:TB; R——T@

To derive the transformations that preserve the form of Hamilton’s equations, we can appeal to the
variational principle according to which Hamilton’s equations are obtained as

5/(pidqz' — Hdt) =0,
where the independent variables to vary are coordinates ¢; and momenta p;. In order for new

variables P;, Q; to also satisfy Hamilton’s equations, they must also obey the principle of the least
action

5 / (PdQ; — H'dt) = 0.
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The equivalence of two variational proinciples can be achieved provided the difference between the
integrands is a total differential of an arbitrary function F' of coordinates, momenta and time

pidqi — Hdt = P,dQl — H/dt + dF.

Transformations satisfying this property are called canom’cal@ Any canonical transformation is
characterised by its function F', called the generating function of canonical transformation. Rewriting
the last relation in the form

dF = pidq; — P,dQ; + (H' — H)dt, (1.2.111)
one sees that
oF oF oF
; = , P=——-, H =H+——, 1.2.112
P 0q; 0Q; + ot ( )

where F' is considered as a function of and and new coordinates and time: F' = F(q, @,t). Equation

OF
pi = E(q, Q. 1) (1.2.113)

i
should yield Q; = Qi(p, g, t), i.e. to express the new coordinates in terms of the old coordinates and
momenta@ Substituting these esperssions for @); into the equation for P;

OF
P=- , ,q),t), 1.2.114
=20, (¢:Q(p,q),t) ( )
we obtain P; = P;(p,q,t), i.e. the expression for the new momenta in terms of old coordinates and
momenta. This would give the canonical transformation generated by a function F' = F(q, Q) in the

form ([.2.110).

It might be convenient to express the generating function not via ¢ and @, but rather via ¢ and P.
For that one needs to rewrite ([.2.111)) in the form

d(F + PlQl) = pidqi + Qld.Pl + (H/ — H)dt

On the left hand side under the differential one has a new generating function ® = F + F,Q; =
®(q, P,t) and the last relation implies that

0% 0P 0P

_ T
o’ Y ap o

DPi

Analogously, one can obtain the formulae for canonical transformations expressed via generating
functions depending on p and @, or on p and P. If any of these generating functions does not
depend on t explicitly, H' = H, in other words, to get H' one needs to substitute in H(p,q) the
variables p and ¢ expressed via P and Q.

Example. Consider a system with one degree of freedom and the phase space (p,q). Consider a
family of transformations which has a form of rotation on the phase plane by an angle «

Q =cosaqg+sinap, P=—sinaq+cosap. (I1.2.115)

20Note that Hamilton’s equations also preserve their form if the integrands are different by a constant multiplier.
An example is given by transformations of the form P; = ap;, Q; = q;, H = aH.

D(p1,....pn) _ 9%F
D@1 an) = llagaq; Il # 0.

21This can only be done if
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We show that these transformations are canonical by finding the corresponding generating function.
From the expression for @ we find p = p(q, @) and then substituting the result into the equation for
P, we find P = P(q,Q). Explicitly,

B Q cos &
T Sna  smal’
cos o
p = 281
sin « sin «
Thus, according to ([.2.112]), the generating function must be found from the system of equations
oF Q cos
a0 = : - = q,
q sina  sina
oF cos q
— = ——Q+—.
oQ sin sin

Integrating the first equation, we obtain

Qq cos a ¢>
sina  sina 2

F= + (@),

where f(Q) is yet an unknown function of (). Substituting this result into the second equation gives

cos « cos o (2

fQ=-—-0Q, = [fQ=

Hence, for the generating function we find the following result

sin o sina 2

Qq cosaq®  cosa Q?

sina  sina 2 sina 2

Note that for a = 0 this expression is divergent. Note that an arbitrary transformation (I.2.110)
may not be canonical, to be canonical there must exist a generating function, for instance the one
satisfying the system of differential equations

oF
%:pi,
or
TQi_

For a number of degrees of freedom bigger than one this system is not necessarily compatible, i.e.
the generating function does not exists.

—-P;.

The existence and large variety of canonical transformations, deprives to a large extent the gener-
alised coordinates and momenta of their original meaning. This is clearly seen on the example of
the transformation Q; = p;, P; = —¢;, which does not affect Hamilton’s equations and amounts
calling coordinates momenta and vice versa. The usefulness of canonical transformations shows up
in the fact that in many cases they allow to simplify the hamiltonian and, therefore, to simplify and
hopefully solve Hamilton’s equation.

On account of this arbitrariness of nomenclature, the variables p and ¢ are are often called in the
hamiltonian treatment canonically conjugate variables. The conditions related such quantities can
be expressed in terms of the Poisson brackets and the following theorem

Theorem. Poisson brackets are invariant under canonical transformations, i.e. for any two functions
f and g on the phase space

{f.9}pa = {f9tra. (1.2.116)
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This property can be put as an independent definition of canonical transformations, see below.

Proof. We fist show that to satisfy ([.2.116] for any functions f and g, it is enough to require the
fulfilment of this relation for the coordinate functions of new variables, namely,
{QiQitpg ={Qi,Qjte.p =0, {PPilpq={P,Pitor =0, {P,Qi}pq={PiQj}e.r=70;-
Consider
_ (o 0y 010
oodra = ; (api 9g;  Og; 3p¢)

_ z”: <8f an+£an)(%85+ dg 8Ql)_(ﬁ8Pj+ﬁ6Q]~) (@apl+ dg an)
i,4,0=1

aP; dp; | 8Q; Ip; dP, dq; ' 9Q, dq; OP; 9q;  0Qj 0Oq; dP, dp; | 9Q, Ip;

- Xn: ﬁﬂ (8P] op, _ 8Pj 6Pl) ﬁﬂ <6PJ 0Q, _ 8Pj 8Ql)
OP; 0P, \ Op; 9q;  Oq; Op; OP; 0Q; \ Op; 0qg; 0q; Op;

of g (an oP,  0Q; aa) L O 09 (an 0Q  0Q an)_

0Q; 0P, 8Q; 0Q; \ dp; dg;  Bq; Op;

i,d,l=1

Op; Oq;  Oqi Op;

Hence, we see that

. df dg of Og of 0Og of Og
= g — —{P,, P, — —{P; —— —{Q;, P, — —{Q; .
{f,9}p,q = oP; BPL{ s Pi}p,g + op; 6@1{ %> Qutp.g + 9Q; P, {Qj, Pi}p,q + 9Q; 0Q, {Qj,Qi}p,q

It is clear from this formula that if the Poisson brackets of new coordinates and momenta evaluated
with respect to the old variables are

{PJ,PI}M =0= {ijQl}, {Pjan}p,q = §jl = *{ijpl}nq’ (I-2~117)

then equations represent the sufficient condition that will be satisfied. This is also
the necessary condition, as is seen by substituting in as f and g all pairs P;, P; Q;,Q:;
P;, Q; and recalling that the Poisson brackets of variables computed with respect to themselves have
the canonical form.

Now we evaluate the Poisson brackets between the new coordinate functions by assuming that the
canonical transformation at hand is generated by a function F' = F(¢, Q). From equation (.2.113)

we determine Q; = Q;(q,p) and then we substitute it back into ([.2.113)), so that ([.2.113]) becomes
an identity

pi = %(%Q(p, a)). (I1.2.118)

We then differentiate this identity with respect to ¢; and p; and get

_op_ OF _OF 0Qu
dq;  0qidq;  0¢;0Qy, 0q; ’

p;  0q:0Q, Op;

From these matrix equations, we find

0

6ij =

0Q; ( 9°F )‘1 9°F

- — , 1.2.119
Jq; 0q0Q } ;,., 94m0q; ( )
00, ( 9°F )1

= . 1.2.120
o, 2004 ) , (1.2.120)
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First we compute

o 0Q:0Q;  0Q;0Q;
{Qi,Qjtpg = Opr Oqr.  Oqi Opy

- ( 0°F )1 ( O°F )1 PF ( 0°F )1 ( 0°F )1 PF
990Q ) ;. \940Q ) ;,, gm0~ \040Q ) ;;, \940Q ) .,,, dgmDa

as the second derivative is symmetric

O*F  O*F
04m0qr 010G,

Next, taking into account that F = F(q,Q(q,p)), we get

(PoQibpy = 8Pi<%2j_8P,-8Qj:_8(8F>&Qj+8<8F>8Qj
’ ’ Opr Oqi,  Oqi Opy Opr \0Qi ) Oqi.  Oqi \ 0Q;
L PP 9QndQ;, OPF 0Q,0Q;  0°F 99,
0Qi0Qu Opr, Oqr  0Qi0Qm Oqr Opr  0qrOQ; Opy
>PF an an an an 0*F an
- 0Qi0Qm { - } 0q0Qi Opi

Opr Oqr  Oqr Opy
Here the expression in the brackets coincide with {Q,,, Q;}pq and, therefore, it vanishes, according
to what has been already proved. Thus, we are left with

2F 0Q;,  O?F [ 0*F\ ' O2F \ ' [ 0°F
{Pinj}pq = = = :51']',
’ 0q,0Q; Op,  9q,0Q; \ 090Q ) ;. 9q0Q ) ;. \9490Q ) ;;

where we have applied ([.2.120). It remains to consider

Opy

(P = DBOE ORI 0 (OFY 0 (OF) 0 (9F) 0 (oF)
R Opr Oqr  Oqx Opr.  Opr \OQi ) Oqr \ 0Q; Oqr, \0Qi ) Opr \ 0Q;
_ O*F 8Qm|: O*F L O*F 8Qn] _|: 9°F i 0’F an:| ?F  0Q,

0Q;0Qm, Opr [0q10Q;  0Q;0Qy, g 010Q;  0Qi0Qm Oqi | 0Q;0Qn Opy

_O’F O*F [3Qm 0Qn  0Qm 3Qn}
0Qi0Qm 0Q;0Q, | Ipr Oqx Oqr Opi
’F  0Q,, O0*F ?F  0Q,, O0*F

9Q:0Q., Ipr. 000Q;  9Q;0Q., Ipr. 9¢0Q; "

The expression in the brackets is {@m, Qn}p,q and, therefore, vanishes. Thus, taking into account

([.2.120]), we obtain

O’F  0Q,, O*F 0’F 0Q,, O*F
{Pi, Pi}pq = i S ) )
anan 8pk 6Qk8Q] anan 8pk: anan
. PF ( 9°F >‘1 < 9°F > PF < 9°F )—1 < 9°F >
0Qi0Qm \0q0Q ) ., \9q0Q ) . 0Q;0Qm \0q0Q ), ;. \990Q J
PF  PF
0Q;0Q; 0Q;0Q;

The proof for other types of generating functions is analogous. [

0.

Now we demonstrate preservation of Poisson brackets by canonical transformations directly from
considering transformations of Hamilton’s equations under coordinate changes. Thus, imagine we
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perform a change of variableﬁ y) = fi(2¥), where the vector ¥ = (2*) as in ([.2.91). Then

. 83/J -k J tkmywx 7 7km 6y;D /
Al

k

or in the matrix form

y=AJA" -V, H'.

The new equations for y are Hamiltonian with the new Hamiltonian H'(y) = H(f (y)) = H(z), if
and only if
AJAY = J.

Hence, this construction motivates the following definition.

Definition. Transformations of the phase space which satisfy the condition
AJA =T

are called canonical®

This is an alternative but equivalent definition of canonical transformations.

Example. Consider transformation ([.2.115)) and show that it preserves the Poisson brackets. Since
the Poisson brackets are skew-symmetric, the only bracket we have to check is

{P,Q} = {—sinaq+cosap,cosaq+sinap}
= —sin?a{q,p} + cos® a{p,q} = (cos® a +sin® a){p,q} = 1.

In many cases to check that a given transformation is canonical it is much simpler to compute
the Poisson brackets (differentiation) and check their canonicity than to obtain the corresponding
generating function (integration).

22For simplicity we restrict our consideration to transformations that do not explicitly depend on time.

23In the case when A does not depend on z, the set of all such matrices form a Lie group known as the real
symplectic group Sp(2n,R) . The term “symplectic group" was introduced by Herman Weyl. The geometry of the
phase space which is invariant under the action of the symplectic group is called symplectic geometry.
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Part 11

Electrodynamics
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Chapter 3

Electrostatics

“The problem of finding the solution
to any electrostatic problem is equiv-
alent to finding a solution of Laplace’s
equation throughout the space not oc-
cupied by conductors."

Sir James Jeans (1925)

Classical electrodynamics is a theory of electric and magnetic fields caused by distributions of electric
charges and currents. This theory is entirely based on Maxwell’s equations

.=, o T8,

82 (I1.3.1)
Lo E L. S
V.-E=A4np, E:chH—lej.

Within the field of electrodynamics, one can study electromagnetic fields under certain static con-
ditions leading to electrostatics (electric fields independent of time) and magnetostatics (magnetic
fields independent of time). First, we focus on the laws of electrostatics.

3.1 Laws of electrostatics

Electrostatics studies electric fields produced by static electric charges. Historically, it stems from
the discovery of Coulomb’s law (1785). This law determines the force that two electrically charged
bodies (point charges) exert on each other

Z1 — T2
T3

T —

Here ¢; and ¢o are the magnitudes of charges located at positions #; and Zo, as presented in Fig.
The coefficient k is Coulomb’s constant and its value, as well as physical dimension depends on
the system of units used. More precisely, the situation is as follows.

1. In SI units, the force is measured in newtons and charge in coulombs. Coulomb’s constant is

1
k= .
4eq
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Here ¢ is the so-called vacuum permittivity and its numerical value is €y = 8.8542- 1072 F/m,
where F' stands for farad, a unit of capacitance being equal to one coulomb per volt.

2. In the Gaussian system of units the vacuum permittivity €y = ﬁ, so that £ = 1. From
Coulomb’s law we can deduce the physical dimension of the electric charge in this system,
namely,

[q} _ [F .£2]1/2 _ [E . @]1/2 _ m1/2€3/2t_1 _ [ﬁ 6]1/2,

where the last term expresses the physical dimension of electric charge via dimensions of two
fundamental constants, the Planck constant h and the speed of light ¢. The Gaussian system
is more suitable for theoretical studies.

3. The Heaviside-Lorentz system is a modification of the Gaussian system which differs from the
latter only by factors of 47. In particular, in this system ey = 1, so that k = 1/4x.

There are other system of units which we will not discuss here. In the following we adopt the
Gaussian system. The Coulomb’s law then reads

—

T2

81
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I 11.3.3
T (I.3.3)

ﬁ12 = Q1QQ|

8

where Fj, is the force that the second charge g2 experts on the first charge ¢, ¢f. the general
definition of Fj; after (I.1.2)).

One can introduce the concept of an electric
field E as the force experienced by a point-like
charge ¢; in the limit of vanishing q;

. Fip (& 77
Bey=tm 2@ _ g, o0 g
a1—0  q |

We have used the limiting procedure to intro-
duce a test charge such that it will only measure
the electric field at a certain point and not cre-
ate its own field. Hence, using Coulomb’s law, 19) q2

we obtained an expression for the electric field To
of a point charge ¢ located at &’

S -2 Figure 3.1: Two charges ¢; and ¢» and their re-
E@) =475 - : " - -

FEE spective position vectors Z; and Z». The charges
. . exert an electric force on one another.
Since E is a vector quantity, to find E produced
by many charges we can apply the superposition
principle. Consequently, the field strength will simply be a sum of all of the contributions, which we

can write as
N

E@=> qi‘3 : (IL.3.4)
=1

8 =N
RART

8

| i

Introducing an electric charge density p (Z), the electric field for a continuous distribution of charge
is given by

-
B @) = / p(7) =Ly (113.5)

|7 — &3
The Dirac delta-function (distribution) allows one to write down the electric charge density which
corresponds to local charges

p (%) = Zqié(f— 7). (I.3.6)
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Figure 3.2: The electric flux through a surface, which is proportional to the charge within the surface.

Substituting this formula into eq.([l1.3.5)), one recovers eq.(|I1.3.4]).

Gauss theorem (integral form). However, eq. is not very convenient for finding the electric
field. For this purpose, one typically turns to another integral relation known as the Gauss theorem,
which states that the flux through an arbitrary surface is proportional to the charge contained inside
it. Let us consider the flux of E through a small region of surface d.S, represented graphically in

Fig. 3.2}

o o q - = q - = q
dN = (E'n)dS:ﬁ( -n)dS:r—Qcos(r,n)dS: T—QdS’,

where on the first step we have used that E = q%. Here (7,7) = 0 is an angle between 7 and
the normal 7i to the surface. By the definition of dS’, we observe that it is positive for an angle 0
between E and i less than Z, and negative otherwise. Numerically, the product cos (7, 7) dS equals

27
to the projection of the area d.S on a surface perpendicular to . We introduce a solid angle df2

ds’
dQ = el (I1.3.7)
Plugging this relation into eq.(I1.3.7)) leaves us with the following expression for the flux
dN =¢q-dQ. (I1.3.8)

By integrating eq.(I1.3.8), we obtain the following equation for the flux N

]{ (E—» ' fi) qs — 4mq if qis 11.151de the surface
S 0  otherwise

Equivalently, using the fact that the integral of the charge distribution over volume V' is equal to
the total charge enclosed in the volume, i.e. ¢ = fv p (x) d3x, one finds a similar expression

7{ (Eﬁ) dS=47r/p(x)d3x.
s
The above formulae convey the essence of the Gauss theorem.

Gauss theorem. In an arbitrary electrostatic field the flux of electric field E through an arbitrary
closed surface equals to the total amount of charge multiplied by 4w inside this surface.
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Gauss theorem (differential form). By using of the Gauss-Ostrogradsky theorem, one may
rewrite the surface integral in terms of the volume integral of the divergence of the vector field E

jé(ﬁ-ﬁ)ds - /divﬁ(f)d%.
S \%4

Recalling that the left hand side is equal to 47q, a relation between the divergence of the electric
field and the charge density arises

0= /V [div E (%) — 4mp (:E’)]d?’m.

Since the relation holds for any chosen volume, then the expression inside the integral must equal
to zero. The resulting equation is then

div E (&) = 47p (Z) .

This is known as the differential form of the Gauss (law) theorem for electrostatics. This is the first
equation from the set of four Maxwell’s equations, the latter being the essence of electrodynamics.

Irrotationality of electric field. The Gauss theorem is not enough, however, to determine all the
components of E. A vector field A is known if its divergence and its curl, denoted as divA and rotA
respectively, are knownE Hence, some information is necessary about the curl of electric field. This
is in fact given by the second equation of electrostatics

VxE=0. (I1.3.9)

The second equation of electrostatics is known as Faraday’s law in the absence of time-varying
magnetic fields, which are obviously not present in electrostatics (since we required all fields to be
time independent).

We will argue about (I1.3.9) in the following way. Starting from the definition of the electric field
(Coulomb’s law) given by equation (IL.3.5)), we rewrite it in terms of a gradient and pull the differ-
ential operator outside of the integral

-
r—r 3.0 =\ 1 3. T

| |z

The curl of the gradient is zero, so that

E@ = [o@)

p) o
F—z

VxVe=0 = VxE=0.

Scalar potential. This derivation shows that the vanishing of V x E is not related to the inverse
square law. It also shows that the electric field is the minus gradient of a scalar potential ¢

E=-Ve.

From the above, it then follows that this scalar potential is given by

M@/pw%ﬁ& (11.3.10)

7— 7

where the integration is carried out over the entire space. Obviously, the scalar potential is defined
up to an additive constant; adding any constant to a given ¢(Z) does not change the corresponding
electric field E.

1This is Helmholtz theorem, see section
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Figure 3.3: The work that has to be done over a charged particle to move it along the
path from A to B through an electric field F.

Before we proceed, we also mention the scalar potential for N point changes. This can be obtained,

for instance, by substituting in (I1.3.10]) the charge density (II.3.6]

/Z(h v —»,‘ d3 / Z‘x

What is the physical interpretation of ¢(x)? Consider the work which has to be done to move a
test charge along a path from point A to B through an electric field F

B . N B . .
W o= f/ F~dl:fq/ E-dl.
A A

The minus sign represents the fact that the test charge does work against the electric forces. By
associating the electric field as the gradient of a scalar potential, one obtains

B B
W= q/ W.dl:q/ aﬁdm+gﬁdy+g—fdz

dpdr Opdy OJpdz B /thgo B
q/tA (8xdt+8ydt+azdt>dt_q =l —ea)

where we have parametrized the path as (x(t),y(t), z(t)). The result is just a difference between the
potentials at the end points of the path. This implies that the potential energy of a test charge is
given by

V=qp.

In other words, the potential energy does not depend on the choice of path (hence, the electric force
is a conservative force). If a path is chosen such that it is closed, i.e. A = B, the integral reduces to

7Zero
]fﬁ.dfzo.

This result can also be obtained from Stokes’ theorem

?{(E~dﬁ:%rotﬁ~d§:0,
S
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where we have used the fact that rot E = 0.

Matching condition. One important application of the Gauss theorem is determination of the
electric field of charged surfaces. Analogously to p, one can define the surface charge density o =
dq/dS, where dq is an amount of charge spread over an infinitesimal surface dS. Consider no an
arbitrary charged surface S. Choose a normal 7 to S in an arbitrary way and agreed to call 1
and 2 the quantities that refer to internal and external sides (with respect to ) of the surface.

Theorem. The normal component of elec-
tric has a discontinuity 4wo passing through a
charged surface, independently of the shape of
this surface.

B, — E1, = 470 (I1.3.11)
Here E;, and Fs, are normal components of ”
the electric field on the internal and external n

sides of the surface. Formula (II.3.11]) is called da H'

matching condition. The discontinuity of E,, is

explained by the fact that the electric field of i
surface charges on different sides of the surface

has opposite directions: from the surface if it is

charged positively and towards the surface if it Figure 3.4: Discontinuity of E,,.
is charged negatively.

We can use the matching condition to immediately determine the electric field on the surface of a
conductor. Since inside a conductor E = 0, and, in particular, Fy,, = 0, the matching condition
yields F,, = 4wo. The electric field is always normal to the surface of the conductor, as follows from
electrostatic equilibrium.

Summary. To summarize, we have derived two laws of electrostatics in the differential form

— —

V-E = Adnup, (I1.3.12)
VxE = 0. (I1.3.13)

The main problem of electrostatics is, therefore, giving the charge density p, to solve the above
equations and find the corresponding electric field. The electrostatics of conductors amounts to
determining the electric field in the vacuum outside the conductors and the distribution of charges
on their surfaces.

3.2 Laplace and Poisson equations

In the previous section it was shown that the curl of the electric field is equal to zero, thus the field
is simply the gradient of some scalar function, which can be written as

VxE=0 = E(&)=-Ve(@).
Substituting the right hand side of this expression into equation , we obtain
div Vo (Z) = —dmp ()
that is

Ay (2) = —drp (Z) (I1.3.14)
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where V2 = A is the Laplace operator. Equation ([I.3.14)) is known as the Poisson equation.

In the case p (&) = 0, i.e. in a region of no charge, the left hand side of (II.3.14) is zero, which is
known as the Laplace equation. Functions satisfying Ay = 0 are called harmonic functions. The
potential solving the Laplace equation has the following remarkable property

Earnshaw’s theorem. The function ¢(x,y,z) can take maximum and minimum values only at
the boundaries of the region where there is a field. As a result, a test charge q introduced into the
field cannot be in stable equilibrium, since there is no point at which its potential energy qp would
have a minimum.

The proof is as follows. Let us suppose, for example, that the potential has a maximum at some
point A not on the boundary of a region where there is a field. Then the point A can be surrounded
by a small closed surface on which the the normal derivative 7i - 690 < 0. Consequently, the integral
over this surface

f(ﬁ-%)dsm.
S

Using the Gauss-Ostrogradsky theorem, we get an equivalent statement in terms of an integral over
the volume V' that bounds S

]f(ﬁﬁgo)dsz/(ﬁﬁga)dvz/A<pdV<o,
S 14 |4

giving a contradiction because the last integral vanishes because Ay = 0.

S

Figure 3.5: The field ¢ (£), which obeys the Laplace equation, has no
maximum or minimum inside a region S.

Another way to understand this remarkable property is to note that for an extremum to exist one

needs to have % = 0 together with either g%ﬁ > 0 or gif < 0 for Vi. The latter condition is

i

impossible to satisfy because Ay = 0.

Let us now see why and how the scalar potential (I1.3.10)) satisfies the Poisson equation. Substituting
([1.3.10) into (II.3.14)), we get

1

—

& — |

=/
Ap(T) = A/ p(_x%/|d3x':/d3x’p(f’)A

|

Without loss of generality we can take 2’ = 0, which is equivalent to choosing the origin of our
coordinate system. By switching to spherical coordinates, we can show that

2

|7 — & o rdr2 r
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This is true everywhere except for » = 0, for which the expression above is undetermined. To
determine its value at » = 0 we can use the following trick. Integrating over volume V', using the
Gauss-Ostrogradsky theorem and the fact that Vr = 77, one obtains

1 - /1 -1
/A()d% = /divV()d?’ax:?{ﬁ-VdS
T T T
1% 1% S
= fﬁg ! ﬁdS:?{g 1) 240 = —4r.
or \r or \r) ~~~
S S

ds
Therefore,
1 -

A o= —A4né(T) , (I1.3.15)
or

1 5

7| = —And (¥ —-7) .

Thus, we find

Ap = /p(f')( —4nd(7 — 7)) P2’ = —47p(F) .

As (I1.3.15)) shows, we have proved that 11 solves the Poisson equation with the point-like charge
source represented by delta-function.

3.3 Solution of the boundary-value problems

If in electrostatics we would always deal with discrete or continuous distributions of charges without
any boundary surfaces, then the general expression (where one integrates over all of space)

. p(@')
7)) = [ &%’ I1.3.16
o@) = [t P (113.16)
would be the most convenient and straightforward solution of the problem. In other words, given
some distribution of charge, one can find the corresponding potential and, hence, the electric field

E=-Vo.

In reality, most of the problems deals with finite regions of space (containing or not containing the
charges), on the boundaries of which definite boundary conditions are assumed. These boundary
conditions can be created by a specially chosen distribution of charges outside the region in question.
In this situation our general formula cannot be applied with the exception of some particular
cases (as in the method of images).

3.3.1 Green’s theorems and functions

To handle the boundary conditions it is necessary to invoke the identities or theorems due to George
Green.
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Green’s theorems

Consider an arbitrary vector ﬁel A. We have
/div Adlz = 7{ (A-7i)ds. (I1.3.17)
v 5

Let us assume that A has the following specific form

where 1 and ¢ are arbitrary functions. Then

. . B B L
divAd = div (w-vw) =9 (98 _ G+ o
ox* 8:01
Substituting this back into eq.(I1.3.17)), we get
/ (% v @Aw> Bz = 7{@ : (W : ﬁ) ds = 7% (‘W’) as, (I1.3.18)
on
% s s

where 9/0n is the normal derivative to the surface S. Equation (II.3.18)) is known as the first Green
formula. When we interchange ¢ for ¢ in the above expression and take a difference of these two
we obtain the second Green formula

) P
/(gomp — pAp) &Pz = 7{ (gpazf - “’ai) ds. (I1.3.19)
\4 S

By using this formula, the differential Poisson equation can be reduced to an integral equation.
Indeed, consider a function 1 such that
1 1 L
P = = = AYp=—-4nd(@-42). (11.3.20)

|7 — 7|

Substituting it into the second Green formula (I1.3.19) and assuming z is inside the space V
integrated over, one gets

B _ o drp(7") 3./ _j{ i l _ laﬁ /
/( AmelEO =) |7 — & =9 19o0 \&)  Raw )™
14

S/
Here we have chosen ¢ (') to satisfy the Poisson equation Ap (') = —4mp (7). Taking into account
that [i, ¢ (#) 6 (Z — &) = ¢ (Z), the expression above allows one to express ¢(Z) as
— P (fl) 3,/ 1 1 880 9 1 !
= —=d — —— —p—|=)|dS I1.3.21
# (@) /V R T T m b Raw Yo \R ’ ( )

which is the general solution for the scalar potential. The terms inside the integrals are equal to
zero if x lies outside of V.

Consider the following two special cases:

1) If S goes to 0o and the electric field vanishes on it faster than , then the surface integral turns
to zero and ¢(Z) turns into our general solution given by eq.(I1.3.16)).

?Now introduced for mathematical convenience, but it will later prove to be of greater importance.
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2) For a volume which does not contain charges, the potential at any point (which gives a solution of
the Laplace equation) is expressed in terms of the potential and its normal derivative on the surface
enclosing the volume. This result, however, does not give a solution of the boundary problem,
rather it represents an integral equation, because given ¢ and g—i (Cauchy boundary conditions) we
overdetermined the problem.

Therefore, the question arises which boundary conditions should be imposed to guarantee a unique
solution to the Laplace and Poisson equations. Experience shows that given a potential on a closed
surface uniquely defines the potential inside (e.g. a system of conductors on which one maintains
different potentials). Giving a potential on a closed surface corresponds to the Dirichlet boundary
conditions.

Analogously, given an electric field (i.e. normal derivative of a potential) or likewise the surface
charge distribution (E ~ 4mo) also defines a unique solution. These are the Neumann boundary
conditiond]

Uniqueness of solution with Dirichlet ot Neumann boundary conditions

One can prove, with the help of the first Green formula, that the Poisson equation
ASO = _47TP»

in a volume V has a unique solution under the Dirichlet or the Neumann conditions given on a
surface S enclosing V. To do so, assume there exist two different solutions ¢; and @2 which both
have the same boundary conditions. Consider

U=p2—1.

It solves AU = 0 inside V' and has either U = 0 on S (Dirichlet) or g—g =0on S (Neumann). In
the first Green formula one plugs ¢ = ¢ = U, so that

[ (el s fo (3)s.

Here the second term in the integral vanishes as AU = 0 by virtue of being the solution to the
Laplace equation and the right hand side is equal to zero, since we have assumed that the value of
the potential (Dirichlet) or its derivative (Neumann) vanish at the boundary. Therefore,

/ VU =0 — |VU|=0
v

— VU=0 (11.3.23)
Thus, inside V' the function U is constant everywhere. For Dirichlet boundary conditions U = 0
on the boundary and so it is zero uniformly, such that 1 = @9 everywhere, i.e. there is only one

solution. Similarly, the solution under Neumann boundary conditions is also unique up to unessential
boundary terms.

Method of Green’s functions

This method is used to find solutions of many second order differential equations and provides a
formal solution to the boundary-value problems. The method is based on an impulse from a source,

3Note that both Dirichlet as well as Neumann boundary conditions are not only limited to electrodynamics, but
are more general and appear in the theory of ordinary or partial differential equations.
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which is later integrated with the source function over entire space. Recall

1 =
However, the function ﬁ is just one of many functions which obeys Ay = —476 (£ — &’). The

functions that are solutions of this second order differential equation are known as Green’s functions.
In general,

AG(Z,7) = —4nd (F - 77) (I1.3.25)
where

I 1 I
G(z,7) = m—i—F(CE,x’),

so that AF (#,%) = 0, i.e. it obeys the Laplace equation inside V.

The point is now to find such F (Z,#'), that gets rid of one of the terms in the integral equation

(11.3.21]) we had for ¢ (Z). Letting ¢ = ¢ (¥) and ¢ = G (Z,7'), we then get

0L 99(@) 0G (7,7
: {G (Z,7) o

A ’ o7 (@) ds’.

@ = [ p@)GET) A% +

By using the arbitrariness in the definition of the Green function we can leave in the surface integral
a chosen type of boundary conditions.

1) For the Dirichlet case we can choose Gp (Z,%') = 0 when &' € S, then ¢(Z) simplifies to

- — = =\ 13 /7i —/ aGD(fafl) /
@ = [ 0@ 6o @) — 1§ o @) FE DT as

where Gp (#,7") is referred to as the bulk-to-bulk propagator and M is the bulk-to-boundary
propagator.

OGN (7, -
2) For the Neumann case we could try to choose % =0 when &’ € S. However, one has

%Mds' _ %(ﬁGN-ﬁ dS’:/ divV Gy d? ’=/ AGy &%’

—477/6x—a: Y A3z = —4r.

G N (7,3")

For this reason we can not demand —-— = 0. Instead, one chooses another simple condition

oG N (2,7 . . .
% = f%, where S is the total surface area, and the left hand side of the equation is referred

to as the Neumann Green function. Using this condition, we get

= _ =/ / 3./ i% = = a@(f) ! f —'/ !
p(@) = /Vp(x)GN(x,m)dx—i—llﬂ SGN(x,x) Y, ds’ + g )ds’.

The last term represents (), the averaged value of the potential on S. If § is infinite this term
vanishes. In any case, the extra term & § ¢ (7 )dS’ is just a constant (does not depend on z) and,

therefore, does not contribute to the electric field E = —6(,0.
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Figure 3.6: Charge placed in front of a metallic grounded plate. An image charge is put in the left
half-space to emulate the boundary condition ¢ = 0 all along the plate.

3.3.2 Method of images

The method of images concerns itself with the problem of one or more point charges in the presence
of boundary surfaces, for example, conductors either grounded or held at fixed potentials. Under
favorable conditions it is possible to infer from the geometry of the situation that a small number of
suitably placed charges of appropriate magnitude , external to the region of interest, can simulate
the required boundary conditions. These charges are called image changes and the replacement
of actual problem with boundaries by an enlarged region with image charges but no boundaries is
called the method of images.

Example. Consider a point charge g located at a distance 7 = a€,, of an infinite grounded metallic
plate. In the absence of the plate the scalar potential would be

__ e _ q
v 7 =31 P24 (r—a)?

Although it satisfies Laplace’s equation, this solution cannot persist in the presence of the plate.
Since the plate is grounded, one should have ¢ = 0 all along the plate, which is not the case for the
solution above. The problem can be cured by adding an image charge of opposite value precisely on
the mirror side of the plate. Since the potentials are additive, the potential by the charge and its
mirror is

(’Dzlﬁq* g g d z>0. (IL3.26)

-7 |F+a| Vi + 2+ (z —a)? B VE+2+(@ta?

We should consider this potential above only in the region = > 0. Obviously ¢ = 0 along the plate
and the boundary condition is satisfied. The solution we found satisfies the same Poisson equation
in the right half-space. Indeed,

Ap = —4nq (7 — 71) + Amgd(F=+7171) -

The second 3d-delta-function never contributes in the region z > 0, as it contains the factor 6(z +a)
which is always zero in this region. Thus, ([I.3.26f is the desired solution — it solves the Poisson
equation of the charge ¢ in the right half-space and vanishes all along the plate x = 0.
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We can now compute the other physical quantities, in first turn the the electric field

E_%_q{f—fl f+fl]

FEAEERFENAE
Knowing E, it is straightforward to find the surface charge distribution o, namely,

Lz = q r—a r+a
g = n = — —
e=0  Am [((z—a)> +y*>+22)32  ((w+a)® +y? +22)32 ], _

T 4w

so that
__2 a
2w (a2 4y +22)3/27

This allows us to determine the total (induced) charge of the plate

—+o0
qa e rdr
= dydz = —=—2 Ty = 4.
@ //0 yaz 27 7r/0 (a2 + r2)3/2 1

Another example of application of the method of images will be considered in Tutorial X.

3.3.3 Separation of variables

Many problems of potential theory have a symmetry that makes a particular coordinate system
most natural for its description. In an orthogonal coordinate system where (u,v,w) labels a point
in space, the method of separation of variables assumes a product solution of the form

o(u,v,w) = A(u)B(v)C(w) .

This ansatz separates Laplace’s partial differential equation into three ordinary, second-order dif-
ferential equation in 13 different coordinate systems. The separation process generates three un-
determined "separation" constants (not all independent) which serve as parameters in differential
equations and label their solutions. If « is a sole separation constant in the differential equation
for A(u), the most general solution for the latter is an arbitrary sum of two linearly independent
solutions a((ll)Agl)(u) + a((f)AE?)(u) and similarly for the separation constants 8 and v governing the
differential equations for B(v) and C'(w). The most general solution of Laplace’s equation is a sum
over all possible values of separation constants of products of the corresponding solutions

p(u,v,w) = > [alDAD (u) + a@ AL (w)][bY B (v) + b7 B (0)][cV OV (w) + D P (w))].
apfy

The separation constants and coefficients must be chosen in such a way as to satisfy the boundary
conditions and the symmetry of the problem, as well as to retain the potential finite through the
solution volume.

Electrostatic problems with cartesian symmetry

For potential problems with natural rectangular boundaries, the trial solution

converts Laplace’s equation



into

X)) Y 7'
X(z)  Y(y)  Z(2) '
For this to be true one has to have
X// _ Oz2X Y// _ ﬂzy Z// _ 722
with real separation constants a2, 52 and +? satisfying
a4+ B2 +~4%=0. (11.3.27)
Elementary solutions are
Ao+ B =
Xa (l’) 0 + Omv a 0 )
Aqped® 4+ Bpe % - a#£0,
Y() o CO+BOy7 /8:07
o Cieby + Dge=fu, B#0),
EO + F()Z, Y= 0 )
Z =
+(2) { E e + Fye=7*, v #0.

The linearity of Laplace’s equation allows one to superpose the products of elementary solutions and

produce a general solution in the form

a B 7

Example. Let us use the above formula to find
the potential inside the rectangular box shown
in Fig. We assume that all the walls are
fixed at zero potential except for the z = 0 wall,
where the potential takes a given value V (z, y).
The homogeneous boundary conditions on the
vertical sides of the wall can be easily satisfied
if we take a and 8 to be purely imaginary, i.e.
a — i and B — i8. T We can then choose
the new X, (z) and Yz(y) to be sine functions
which vanish at z = a and y = b, respectively.
Having in mind that constraint (II.3.27)) gives
7?2 = a? + B2, the general ansatz ([1.3.28)) boils
down to

sin

where

Y5(y)Z,(2)0(a® + 5 +7°) .

nmy

(11.3.28)

Vi(z,y)

Figure 3.7: Empty box with the z = 0 bottom wall
maintained at non-zero potential V (z,y).

b [Emne’ymnz + ane—’ymnz] s

9 mm\ 2 nm\ 2
= () ()
The next task is to choose E,,,, and F,, so the potential vanishes at z = ¢. If V,,,,, are coefficients
still to be determined, a convenient way to write the result is

o(z,y,2) = i i Vinn sin

m=1n=1

mmTxr .
S1

nwy sinh v, (¢ — 2)

n
a b sinh vYpnc
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It remains only to impose the final boundary condition that ¢(x,y,0) = V(x,y). This gives

V(z,y) = Z Z Vinn sin m;rx sin ? ,

m=1n=1

which is a double Fourier sine representation of V(z,y). To find the coefficients V,,,,,, multiply both
sides of the last formula by sin(m/7z/a) sin(n'my/b) and integrate over the intervals 0 < z < a and
0 <y < b, and use the orthogonality relation

/ du sin(mu) sin(nu) = g(smn .
0

This yields

4 a b
Vien = — / / dzdyV (x,y) sin M Gin 21
Clb 0 0 a b

This completes the solution of the problem. Another problem on separation of variables in cartesian
coordinates will be considered in Tutorial X.

The example raises the question of how to arrange a complete set of eigenvalues if we had specified
non-zero potentials on any (or all) of the vertical walls. The solution is to superpose the separated-
valuable solutions to several independent potential problems, each like the one in the present example
but with a different wall held at a non-zero potential. This general approach works for other
coordinate systems also.

Electrostatic problems with spherical symmetry

Frequently, when dealing with electrostatics, one encounters the problems exhibiting spherical sym-
metry. As an example, take Coulomb’s law (IL.3.2)), which depends on the radial distance only and
has no angular dependence. When encountering a symmetry of that sort, one often chooses a set of
convenient coordinates which greatly simplifies the corresponding problem.

Figure 3.8: Spherical coordinate system.

It is no surprise that in this case, we will be making use of spherical coordinates, which in terms of
the Cartesian coordinates, are given by

/a2 + 42 + 22,

§ = arccos| ——r , (11.3.29)
/1'2+y2+22
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¢ = arctan<g>,
x

To obtain the Cartesian coordinates from the spherical ones, we use

rsinfcos o,
rsinfsing, (11.3.30)

z = rcosf.

In spherical coordinates Laplace’s operator looks as

A—i QTQQ + : gsineg +;i2
2 \or or r2sin@ \ 06 00 r2sin? 6 0¢?
Hence, in these coordinates the Laplace equation reads as

92 1 0 dp 1 P
Ap=——— Temd50 0085 ) T maapa0r =0
Y=o (mp)+7’2sin939 (sm 39)+T2sin293¢2 ’

The separation ansatz is

@ (r,0,0) =

r3sin? @

Upon substituting this into the Laplace equation and multiplying both sides by THPO)QE) One
obtains o 5 op 50
1 1 1
2.2 .
0= — sinf— ——— =0.
TS [(U 8T2>+r25in€P (aesm aeﬂ T oo =0

Since we only have ¢ dependence in the last term we can state that, since there are no other terms
with ¢, then this term has to be constant (chosen here for convenience with anticipation of the
solution)

10°Q

Q 9¢% '
Hence the solution is Q,, = e*"?, where m is an integer such that Q,, is single valued. This leaves
us with two separated equations. For P (6) the equation simplifies to

1 d /. dP m?
sinf df (smf)(w) * {l(l - siHQH} F=0,

and for U (r) one obtains
d2U  1(1+1)
dr? r2
where we have just again conveniently picked I(I+ 1) to be the integration constant such that in our
solution it will appear in a convenient form. It is easy to verify that the solution to the equation for

U(r) is given by

U=0,

U(r)=Ar'tt 4 Brt,

where [ is assumed to be non-negative and A and B are arbitrary constants. The combination
U(r)/r entering the potential is then

U(T) _ A’f‘l +B’I"_(l+1) ]
r
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Legendre polynomials. The second equation, on the other hand, is a bit more complicated and
upon substitution cosf = x it transforms into

dP 2

% {(1x2)dx} + [l(l+1) 1m

— 2

}PO,

which one can recognize as the so-called generalized Legendre equation. Its solutions are the associ-
ated Legendre functions. For m? = 0, we obtain the Legendre equation

The solutions to this equation are referred to as the Legendre polynomials. In order for our solution
to have physical meaning, it must be finite and continuous on the interval —1 < x < 1. We try as a
solution the following power series (the Frobenius method)

P(x)=2z" Z a;x (11.3.32)

where « is unknown. Substituting our trial solution (II.3.32]) into the Legendre equation (II.3.31]),

we obtain

) [(aﬂ') (@+j—1) a2 72 = [(a+j) (@+j+1) =1 +1)]Jajz*"| = 0.

=0

For j = 0 and j = 1, the first term will have 2~2 and ! and the second term will have z* and
22t respectively, which will never make the left hand side to vanish unless

e ag #0, then a(av —1) =0so that (A) a=0o0ra=1
e a1 #0, then a(aw+1) =0 so that (B) a=0o0r aa =—1

For other j, one obtains a recurrence relation

(a+i)(a+j+1)—1(1+1)
(@+j+D(a+j+r2) -

Ajt2 =

Cases (A) and (B) are actually equivalent. We will consider case (A) for which @« = 0 or 1. The
expansion contains only even powers of x for a = 0 and only odd powers of z for a = 1. We note
two properties of this series:

1. The series is convergent for 22 < 1 for any I.
2. The series is divergent at = £1 unless it is truncated.
It is obvious from the recurrent formula that the series is truncated in the case that [ is a non-

negative integer. The corresponding polynomials are normalized in such a way that they are all
equal to identity at = 1. These are the Legendre polynomials Pj(z):

Py(z) = 1;

P (z) = =z

Py (x) = % (32% —1) ;
Ps(z) = é (52° — 2z) ;
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Figure 3.9: Profiles of a few Legendre polynomials.

1 d !
Pe) = gqga @ -1

The general expression given in the last line is also known as the Rodrigues formula.

The Legendre polynomials form a complete system of orthogonal functions on —1 <z < 1. To check
whether they are indeed orthogonal, one takes the differential equation for P;, multiplies it by Py,
and then integrates

1

d dp,
P|l—1-22)—+1l(l+1)P|dz =
/11{@( x)dx+(+)z]x 0,

or

1
dPy dP,
2 = g+ )PP de = 0.
/1[(:0 )dwdx+(+)ll) z=0

Now subtract the same equation, but with the interchange of | and !’, such that the following

expression is left
1

[ +1) —l(l—l—l)]/ PP =0.

-1

The equation above shows that for [ # [’ the polynomials are orthogonal

1
/ PR =0,
-1

By using the Rodrigues formula, one can get the following formula

2

1
P/ P = ’ . II. .
/_1 v () Py (x)da 21+151 ¥ (I1.3.33)

Let us prove this formula. Since we have already proved that Legendre polynomials with different [ are orthogonal, to prove
(I1.3.33)), we can put [ =1’

/;11 Py ()P (z)dx = ﬁ /;11 dx |:di; (mQ — 1)l:| [dd—mll (mz - 1)l:| ,
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where we used the Rodrigues formula. Now we integrate all I derivatives in the first bracket by parts. All arising boundary
terms vanish because

dk
e ($2 _ l)l

vanish for k < [ at both x =1 and x = —1. Hence, we obtain

1 _1\! 1 21
/;lPL(z)Pl(a:)dz: %/ildx ($271)l |:dd$21 (1271)1] .

By using, for instance, the binomial expansion of (w2 — l)l7 one can see that

a (ﬁ - 1)l e !,

= g’

and, as a result, we are left with

! _(=niepr 2 Lo @), (2D AT+ D)
/,1Pl(x)Pl(z)dm7W/,1dm (w 71) 7W/o dé sin 0= (22”!)2W’

where a substitution z = cos 8 was made and we have used a formula

(i)
ES

/ dosin® 0 = /7
0

s

where I'(z) is the so-called gamma-function, its integral representation is given by . Taking into account that
'l+1)=1and

(20)!

4ur’

T(l+3/2)=(1+1/2)T(1+1/2)=(+1/2)V7
we find

(!  miux4n 12
(2UuN2 (1+1/2)y/xED! — 1+1/2  20+1°

1
/ Py (z)P(z)dx =
—1
which completes the proof.

For any function defined on —1 <z <1
(oo}
fa) = AP),
1=0

where the coefficients A; are found by using the orthogonality relation (II.3.33]) for Legendre poly-
nomials

C2+1

A 5 /_1 f(x)P(z)dz.

Note that this expansion and its coefficients is not different to any other set of orthogonal functions
in the function space. In situations where there is an azimuthal symmetry, one can take m = 0.
Thus,

@ (r,0) = Z (Az?“l + Bn“_(H'l)) P (cosb) .
1=0

If charge is absent anywhere in the vicinity of the coordinate system, one should take B; = 0.

Example. Determine a potential inside the sphere of radius R if on its surface the potential V' (0) is
held. We look for the potential in the form

o (r,0) = Z Ayl Py (cos 6)
1=0
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that is regular solution of Ay = 0 inside the sphere. On its surface the potential is

V(o) = i A;R'P(cos 6)

1=0
so that
20+1 (7
A = 271_;/0 V(0)P,(cosh) sin0d6 .
There is a non-trivial electric field inside the sphere E = —6(,0. This electric field is divergenceless

V- E = —Ap = 0 because there is no charge inside. In particular, if V(#) = 0 (this is the case when
the sphere is grounded), then all A; = 0 so that ¢ = 0 and E=0 everywhere inside the sphere.

Example. Let us find the potential of an empty sphere of radius » = R which has two semi-spheres
with separate potentials V' (6), such that the potential is equal to V' for 0 < § < % and equal to =V
for § < 0 < . For such a system, the scalar potential is given by

% i(_l)j—l (25 — 5)?@ —3) (1)%‘ Py 1 (cos6)

0
QO(T', ) ]! R

=V [2 (%) Py (cosf) — g (%)31)3@059) + % (%)5P5(C039) - } :

Here I' () for R (z) > 0 is defined as

I'(z) = / t*le7tdt. (11.3.34)
0

Associated Legendre polynomials. Now we come back to the general case when azimuthal
symmetry is absent. In this case we have an equation

d 5 dP m2 ]

whose solutions are associated Legendre polynomials which can be also written explicitly with the
help of the Rodriges formula

71)m m dl+m

m ( 2
P :T(l—x)zm(

As in the case of Legendre polynomials, one can show that finiteness of the solution on —1 < z <1

2 — 1),

requires m to be an integer running —I,—(I —1),...,0,...,1 —1,1. It can be further shown that
P (@) = (1) mpz ().

Spherical harmonics. Solutions of the Laplace equation are represented as the product of three
terms depending on 7, § and ¢ respectively. It is convenient to combine an angular dependence and
construct a complete system of orthogonal functions on a sphere. Such functions Y;,, ~ P"Q,, are
called spherical harmonics, explicitly,

2041 (1 —m)!

% m imeo
Ar (l+m)!> P (cosB)e

Yin(0,0) = (



and they obey Y; _,,,(0,¢) = (=1)"Y}} (6, ¢). Introducing the Laplace operator on the unit sphere

1 0 8 1 92
— sinf—

" sinf 96 a0 bin2 0 W ’

we note that spherical harmonics are eigenstates of this operator

Spherical harmonics form an orthogonal system of functions on the unit sphere S? with the measure
dQ2 = sin 6dfde

2m ™
dQ Yﬁr{n(Q)Yl'm'(Q) = / d¢/ dé SIHGYEZL(G, ¢)}/l’m’(9; ¢) = 6ll’5mm’
S2 0 0

and satisfy the completeness condition

[e's) l
DD Yim(0,0)Yi(0',¢') = 6(cosf — cos0)6(¢ — ¢) .

=0 m=—1

As a consequence of completeness of an orthogonal system given by {Y;,,(6, )}, an arbitrary function
f(8,¢) on a sphere can be expanded in a series over spherical harmonics

oo m=l

F0,0) =" AunYim(6,6).

=0 m=—1
Coefficients Ay, are found by using orthogonality condition for spherical harmonics. This completes
our discussion of solving the Laplace equation in spherical coordinatesﬁ

Thus, combining our results on the separation of variables for the Laplace operator in spherical
coordinates, we write down a general solution of the Laplace equation

8.9 =3 S (it + B ) Vi (6,6).

=0 m=—1

In the case when there is an azimuthal symmetry, i.e. the potential does not depend on ¢, the
expansion simplifies to

oo
= Z (Alrl + Blr_(H'l))Pl(cos 0).
1=0

Finally, if a problem at hand has a spherical symmetry, i.e. the potential depends neither on 6 nor
on ¢, we are left with a very simple expression, namely, the [ = 0 term in the previous expansions

B
@(r):A+7.

One concrete problem of solving the Laplace equation in spherical coordinates will be discussed in
Tutorial X.

The Legendre equation is of the second order. Therefore, it must have another independent solution Q. It can be found in
the following way. Consider

d
- 2P +1(1+1)P = 0

4 Analogously, one can treat the case of cylindrical, elliptical or other orthogonal coordinate systems.
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Figure 3.10: Multipole expansion is an expansion of the exact expression for the scalar potential on
distances that are large in comparison with a region of charge localization.

La—aQ ++nQ = 0.
dx

Multiply the first equation by @ and another by P and subtract one from the other. We get

20— P — P =0.

Integration gives

(1-2*)(PQ —QP)=C,

where C' is an integration constant. This can be brought to the form
d (Q\ C
de \P) (1—-=z2)P2’

dy
(1 —y2)P2%(y)

where normalization has been chosen such that Q(co) = 0. For n integer

Integration gives

)

Q@) = P() /w

_ e dy
Q@) = Pale) [ (s

the functions @, (z) are not polynomials because the integrand above exhibits logarithmic singularities at y = 4+1. The

functions Q,, (z) are called the Legendre functions of the second kind.

3.4 Multipole expansion of scalar potential

Let us assumed that electric charge is localized with the local charge density p(&) inside a bounded
region V. We chose an origin of a coordinate system somewhere inside V. Let us call max |g] = L,
where ¢/ is an arbitrary point in V', "the size" of our system of charges.

It is interesting to know the scalar potential ¢(&) outside V, that is in the region r = |Z| > L.
Clearly, on large distances one can treat the system of charges as a point-like charge g that creates
the potential ¢ = q/r. The multipole expansion is a representation of the exact answer

o) = [ ayt?

17 — 7l
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in the form of a power series, which contains all the corrections to the simplest approximation
¢ = q/r. To build up the multipole expansion, we simply expand |Z — ]~! into Taylor series in
coordinates y; of ¥

1
ey By O =,
|x_y| Z yn 1 "T

where || < |#] = r. Substituting this expansion into the expression for the potential, we get

where
=i/d%u4@yn~-wn~

This is a multipole expansion and T;, . ;, are called the multipole momenta. The first ones are

Jin

Q= / d®y p(§) — monopole moment (total electric charge)
d; = /dBy p(#)y; — dipole moment (I1.3.35)
T = / d3y p(¥) yiy; — quadrupole moment

The multipole momenta have the following properties:

e Symmetry with respect to permutation of indices i ...y,
e They are tensors with respect to the action of the orthogonal group.

e Transformation properties with respect to shifts of the origin: y; — y; = y; + a. Since
d®y = dPy, one getd|

ﬂMHZ/H%M@@n+%W“@u+%J

that upon opening the brackets give 2" terms. The first term is the tensor T;, ., itself, while

all the other terms will contain a multiplied by multipole momenta of lower rank than n, i.e.;
T, .. =T . i, + contributions of lower T .

Thus, T3, .., do not depend on the choice of the origin of the coordinate system if and only

if all lower multipole moments vanish. In other words, only the first non-trivial moment is

invariant with respect to shifts of the origin. The first moment which is a total charge is always

invariant under shifts. The second moment, which is the dipole moment, is invariant only if
the total charge g is equal to ZGYOE

5Here we have taken into account that the charge density p(#) is a scalar, which means that under general coordinate
transformations y; — y}(y) it transforms as p'(§") = p(¥).

6 For a discrete system of charges the arguing is very similar. The dipole moment is d= va 1 €i&; , where e; is
the magnitude of a charge at some distance R; taken from an arbltrary point, in this case chosen to be the origin.
For neutral system EZ 1 di = 0. Thus, shifting all R — R — a gives

N N N N
5:5 ei(fi—d')zg eifi—(ig eizg e; T =d.
i=1 i=1 i=1 i=1
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Now we discuss how to construct the multipole expansion in terms of irreducible moments. Recall
that a tensor is called irreducible if being contracted on any pair of two indices it gives zero. Irre-
ducibility means that that from a given tensor one cannot construct by contacting indices a simpler
object — a tensor of lower rank. Any tensor can be reduced to its irreducible component by adding
proper terms containing Kronecker’s delta. For, instance, for a second rank tensor one finds that its
irreducible component is

Tij =Tij — %Tkk ;

so that the irreducible tensor of quadrupole moment is

F.= | 43 7 .._f(g..
g = yp(Y) | yiy; 50 ) -

It turns out that the multipole expansion is unchanged if one replaces all multipole momenta for
their irreducible components. This follows from the fact that

1 1

as there is no charge located at #. Thus, the multipole expansion can be written as

n=0 TL'
We further notice that
1 i
07 =5
o 11.3.36
1 57ij x'ad ( )
005 = ——5 +(=1)(=3)—5

and so on. In general,

1 n Ti o T,

where ... stand for all the terms containing Kronecker’s delta. Since all such terms drop out when
being contracted with irreducible tensors, one finds that the multipole expansion takes the form

. = (2n—1)! Ty Ty,
o(Z) = Z ol T ! .

Jin 2n+1
n=0 e
Explicitly,
H dix; 3Tm1;
(P(-T)ZQ—F 137’4_%4_
r r r

The first term vanishes as 1/r as r — oo, the second one representing the dipole moment as 1/r2, the
third term as 1/r® and so on. Thus, if a potential vanishes faster than 1/r, its first several moments
must be zero. For instance, if ¢ ~ 1/r3, then the total charge and the dipole moment must be zero,
while the quadrupole moment must not.

If one knows an expansion of ¢(Z) in power series in 1/r, then one can restore all irreducible moments
5, .4, and vice versa, knowing all .7, _,; one can restore the potential. That is there is a one-to-one
map between a set of multiple moments and the corresponding potential. Knowing T}, . ; one can
also uniquely restore the potential, but the inverse is not true.
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Thus, for the potential we find
Z-d
Y = g + 3 +....
r r
If the system is neutral, then ¢ = 0 and the leading term in the expansion of ¢ is the dipole term.
The electric field corresponding to the dipole potential is

= - =

(#-d) _ 3i(i-d)—d

E=-V
r3 r3

(11.3.37)

Thus, for a neutral system the electric field at large distances from this system behaves itself as
1/73, rather than 1/72!

Field of an idealised point dipole. Formula for E of a dipole is valid everywhere outside
the origin. To find the modification of this formula at the origin, one can use the following statement.
If a sphere of radius R completely encloses the charge density giving rise to the dipole moment d_:
then the integral of the electric field E over the sphere is

. A7 -
E@) dz = -—d
r<R 3

Note that this volume integral is independent on the size of the spherical region of integration
provided all the charge is inside. To be consistent with this formula, the dipole field must be written
as

E= — —d§(7). 11.3.38
r3 3 (_j ( )
The delta-function does not contribute away from the origin. Its only purpose to yield the required
volume integral, with the convention that the spherically symmetric (around the origin) volume
integral of the first term is zero from the angular integration, the singularity at the origin causing
an otherwise ambiguous result. This formula treat dipoles as idealised point dipoles.

Addition theorem for spherical harmonics. Consider an expression

1 1 1 1
T Rl - i —, (I1.3.39)
To@ @) v e vk
where r = |z|, 7' = ||, i = £ and i’ = jf;: are the unit vectors in the directions of & and &',

respectively. We assume that ' < r and construct an expansion of ([1.3.39) in powers of r'/r. To
this end, it is convenient to remember the generating function for the Legendre polynomials, namely,

1 o0 .
=Y 'P(a). 11.3.40
VI-2t+ & ) (11.3.40)

Taking t = v/ /r and 7 - i’ = cos~y, we compare ([1.3.39) with the generating function (II.3.40)), and
find

0 /

!
1 1 r
ETl Z (r) P(cosv), 1 <r. (I1.3.41)

£=0

Here cos~y is a bit awkward variable, as  is an angle between & and #’. It would be much more
convenient if the right hand side of the above expression were given in terms of the spherical co-
ordinates & = (r,0,¢) and & = (r',60’,¢’) defined with respect to a fixed set of coordinate axes in
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space. This goal is precisely achieved with the help of the spherical harmonic addition theorem,
which states that

Ar m=l

Pi(eos) = 57— Z Y (0,0 ) Yim (6, 0) . (11.3.42)

Substituting this expansion into ([1.3.41)) produces a spherical expansion for the inverse distance
referred to a single origin of coordinates

1 0o I m=l

:1221+1< ) ZYzm 0, ¢")Yim(0,0), ' <r. (11.3.43)

We observe that the right hand side of the last formula has the form

9] l

Z Z almr_lyvlm<07(p)?

=0 m=—1

which is a solution of the Laplace equation. This is to be expected, because the inverse distance
1/]|Z — &'| solves the Laplace equation as soon as & # & and, for this reason, admits an expansion
in spherical harmonics. Equation gives the scalar potential in a completely factorised form
in coordinates Z and #’. This is useful in any integrations over charge densities, etc., where one
variable is the variable of integration and the other is the coordinates of the observation point, see
the corresponding problem in Tutorial XII.

Finally, we point out one consequence of ([1.3.42). Since P;(1) = 1 for any [, setting in (I1.3.42)
0" = 6 and ¢’ = ¢, so that v =0, we get

— 20+ 1
2 _

m=—I1
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Chapter 4

Magnetostatics

“I have constructed an expression for
the attraction of two infinitely small
currents which was, in truth, only a
hypothesis, but the simplest one that
could be adopted and, consequently,
the one that should be tried first."

André-Marie Ampere (1820)

4.1 Laws of magnetostatics
In the case when electric field is static, i.e. it does not depend on time, the second pair of the
Maxwell equations (I1.3.1) takes the form

. L Ano
divH =0, rotH:—Wj.
c

The first equation allows one to write
H=rotA.
Substituting this in the second equation, we obtain

. R P
graddivA — AA=""7
C

Because of gauge invariance the vector potential is not uniquely defined, therefore, we can subject
it to one additional constraint, which will chose to be

divA=0.

Then, the equation defining the vector potential of time-independent magnetic field takes the form

Obviously, this is the Poisson equation, very similar to the equation for the electrostatic potential.
Therefore, the solution reads as
- 1 j (@
M@:f/fféLL.
c |7 — 2|
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Now we can determine the corresponding magnetic field

H=rot A= l/d?’x’ [ﬁl X j(wl)] = 1/(1330' j—(f/) x (& —7)

c |7 — & c |Z — &3

where the bracket means the vector productﬂ This is the Biot-Savart law. 1t describes the magnetic
field produced by time-independent currents.

The integral form of Maxwell’s equation rot H= 47’7; is called Ampére’s law. To derive it, consider
a surface S enclosed by a contour C. The flux of both sides of the last equation through S is

. 4 .
/ (rot H - 7)dS = — [ (G- 7)dS.
S ¢ Js
Application of the Stoks theorem gives
L oo 4 - 4
}{ H-dzzi/(j-ﬁ)dszif, (I4.1)
c ¢ Js ¢
where
I= / (j-it)ds (11.4.2)
s

is the full current through the surface S. Formula (II.4.1]) is Ampére’s law.

4.2 Continuity equation

The charge density p and the current density j are related by the so-called continuity equation.
In fact, this equation is a compatibility condition of Maxwell’s equations. We take the Gauss law
div F = 4mp and differentiate it with respect to time

d OF - S .
4%{ = div = = div (cv ¥ H — 4@) — —4ndiv ],

because V - (6 x H ) = 0. In this way we obtain the continuity equation

ap

5 T divi=0. (11.4.3)

Physically, the continuity equation expresses the conservation law of electric charge. First of all, the
total current that passes through a finite surface S is
_dQ _ [

= [ (G-7)ds. (IL4.4)

I =
at ~ Jg

If we take the surface S to be closed surrounding the volume V', then we can apply the Gauss-
Ostrogradsky theorem and write

/(j'.ﬁ) dS:/ dBrdivy. (I1.4.5)
S 14

1Here we have used the formula rot fA = frot A + [grad f, /Y]
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Because the vector 7 here points outwards from V', equation ([1.4.4)) written for the charge @ inside
the volume should describe its decrease and, for this reason, must be written as

8p
3 3
t = / d’x / d’z ;e (11.4.6)

Thus, combining (I1.4.5) and (I1.4.6)), we obtain

/d3 /d3xd1v3 — /d3 [ —|—d1vg} 0,

from where, because of arbitrariness of V', we derive a local statement of charge conservation, which

is the continuity equation (I1.4.3]).

Let N point charges ¢; follow the trajectories Z;(t). Then the charge density is

N

p(t,7) = qid(F — (t)) . (I1.4.7)

=1

Let us find the current density produced by the flow of these charges. We have

Zqz (@ () Gk —Zqz 5-0(F = FiO)vi

where z; 1, id the k-th component of #; and v; = dz; 1 /dt is the k-th component of the velocity ¥;
of i-th particle. The last formula can be written as

N N
op D S o = s o
5 =" qui -Vo(Z—%;)=-V- Zqivié(x — ;).
i=1 =
Comparing this equation with the continuity equation (I1.4.3)), we conclude that

al dz;
= Ut - F(t), U= dtz. (I1.4.8)

Thus, equations ([1.4.7) and ([1.4.8)) represent the charge and current density for a system of moving
charges satisfying the continuity equation.

4.3 Magnetic dipole moment

Free magnetic charges do not exist. The really existing object which plays the basic roleEI in study of
magnetic phenomena is the so-called magnetic dipole. A small magnetic dipole is a magnetic arrow
(like the compass arrow) which aligns along the direction of an external magnetic field.

Consider the magnetic field created by a system of stationary moving charges on distances large in
comparison with the size of this system. We choose a center of a reference frame somewhere inside
the system of moving charges. Then 2’ < z and we can expand

Lo @),
-2 |z &P

2The same role as elementary electric charge in electrostatics.
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Therefore, for the vector potential we get

A (Z) | 7 /]Z (&)d3z’ + _,|3 / #)d3z 4 -
| R, | | Ra | | R, Ru
a b d

Figure 4.1: Force between magnetic dipoles depends not only on the distance between them
but also on their mutual orientation: a) magnetic dipoles attract (Up; < 0), b) and c¢) mag-
netic dipoles repeal Up; > 0), d) the sign of energy Uy is determined by the general formula
Uy = (M Mp)—3(Mi -7i1g) (My 1) iy = Rio

R3, ’ Rz *

From the continuity equation % + div;' = 0 we have divj’ = (0. Taking this into account, for any
function f(x) we can write

0= /f(x’)div3d3 - —/(W?)d%x

where we have integrated by parts. Picking now f = x;, we get (ﬁacl)7 = 04, so that (ﬁxz 7)) = ji.
Thus, we arrive at

/jl-(:c’)d:z:c' =0 for any i.

This is also intuitively clear, because the current is assumed to have vanishing normal components
everywhere on the surface S — the current is concentrated in the volume surrounded by S and never
flows out through S. Hence, the leading term of the vector potential is

Az = L. / J@) @ ) &P

c|Z[?
To make further progress, we recall an identity
@, [b,d] = @- &b — (@- b,

which allows one to write

-l

!
b
S—

8y

It turns out that the integral from (- &' ) J is equal up to the minus sign to the integral from (Z-
Indeed, since div ] =0, we have

/d?’x’jkxg = /d3x’ div (z},)) 2 by parts —/d3m’ 2,7 - grad ")) = —/d3x’ Thji -

From here we deduce that

N

/d%’(f-j)x'.:-/d?’x/(f-a?/)ji,
or, in the vector form,

/de’ (- N7 = —/d%’ (Z-7)7.
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Therefore, we arrive at

2 z 1 3 0 2
A_W’XQC/d o E < (@),
Define the density of the magnetic moment as

L1 .
M:—_'/X - /
5o x 1)

and the magnetic moment as
7 3.0 AA(] 1 3.0
M = da:./\/l(x):Q— A" & x §(&) .
c

We, therefore, find

A(X) =
This is the leading term in the expansion of the vector potential for a bounded stationary current
distribution. As a result, the magnetic field of a magnetic dipole is

= - 3@ M) - M
= ot A = 300 M) = M
|Z?

where 77 is the unit vector in the direction of . This expression for the magnetic field coincides with
the formula for the electric field of an electric dipole.

4.4 Gyromagnetic ratio. Magnetic moment of electron.

Suppose that the current I flows over a closed flat loop C on an arbitrary shape. For the magnetic
moment we have

- - 1 - 1 -

M= [ &2 M@= — [ &7 xj@@)=— [ dS'dl & x j(z'),
2c 2c

where dS’ is an area differential corresponding the transverse section of the (thin) loop C. Since the

current [ is defined as

1= [ G-mas.
S

we have )
M= % / ds’ @ x (j(«') - i)dl
C

so that the magnetic moment can be written in the form

J\Zf':iffxdf.
2c C

Since & x df = 2dS, where dS is the area of an elementary triangle formed by the radii drawn from
the origin of the coordinate system to the end points of the element d¢, the integral above is equal
to the total area S enclosed by the current loop C. Therefore,
- 1S
| = =2
c

independently of the shape of the contour. Here \M | is a magnitude of the magnetic dipole moment
of a current loop.
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If the current is formed by particles of masses m; with charges e; moving with velocities ¥; < c,
then the magnetic moment can be expressed via the angular momentum. We have

Jx) =) etd(d - i),
i
where Z; is the radius-vector of 7’th particle. In this case the magnetic moment is

v 1 - o= i o . i o oo
M:%Z&(% Xvi,):z (@i mez’)zz @i, i) »

2cmy; 2cmy;

7 7 Y
L;

where L; = [@;, D;] is the angular momentum of the ’th particle and we have used the fact that for
v K ¢ the expression m coincides with the particle momentum p. If for all the particles the ratio
of charge to mass is the same, e;/m; = e/m, then

. e - e -
M=— Li=—L,
2mcz 2me

i
where L is the total angular momentum of a system of particles. The relation

- e = M e
M=—L = —=—
2mec L 2mec
is an important classical relation between the magnetic and the angular momenta. This relation is
remarkable — for a loop of current it expresses the ratio of two macroscopic quantities (the magnetic
moment of the current loop and the total angular momentum of electrons) via a combination of
microscopic quantities characterizing the charge carriers! The quantity

M e

=T T o

is called a gyromagnetic ratio. In a conductor charge carriers are electrons, i. e.

e

v= 2mec

Gyromagnetic ratio is often measured in units of v = 55—, in particular, v is taken for unity. Indeed,

if the current in a conductor would be carried by ions rather than electrons, then the gyromagnetic
ratio will be thousand times less. It is difficult to imagine that gyromagnetic ratio could be bigger
than one — electrons the lightest particles carrying the charge!
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Chapter 5

Relativistic Mechanics

“The special theory of relativity owes
its origin to Maxwell’s equations of
the electromagnetic field."

Albert Einstein (1949)

5.1 Relativity principle

5.1.1 Newton’s relativity principle

In order to describe a dynamical system one has to choose a reference frame. The reference frame is
a system of coordinates and a clock which measures the time in this coordinate system, see Fig.
In mechanics one introduces the notion of an intertial frame. In such frames a free motion (i.e. the
motion in the absence of forces) happens with a uniform velocity. Excluding trivial translations of
coordinates, any two inertial frames are related by an orthogonal transformation, i.e. by a rotation
with possible reflections of coordinate axes.

Experience shows that that the relativity principle is valid. According to this principle, all laws of
Nature are the same in all inertial frames. In other words, the equations which encode the laws
of Nature are invariant with respect to transformations from one inertial system of coordinates to
another. This means that an equation encoding a physical law when expressed through spatial
coordinates and time in different inertial frames must have the one and the same form.

In order to give a mathematical description of the relativity principle, one has to find formulas
which relate special coordinates and time in different inertial frames. In Newtonian mechanics it
was assumed for a long time that inertial frames are related by Galilean transformations

7 = R(Z — Ut

I1.5.1
v (1L5.1)

Here R is a matrix of orthogonal transformations of coordinates.

5.1.2 Einstein’s relativity principle

In classical mechanics interaction of particles is described by means of potential energy, which is
a function of coordinates of interacting particles. Such a description is based on an assumption of
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Figure 5.1: Reference frame — a coordinate system and a clock.

instantaneous interactions. Indeed, forces which act on particles depend only on the positions of
particles in the same moment when these positions are measured. Any change in the motion of any
of the particles immediately reflects on the others with no time delay. On the other hand, experience
shows that instantaneous interactions are impossible in Nature. Therefore, any mechanics which is
based on the principle of instantaneous interactions has certain limitations. If something happens
to one body, the time is needed for the corresponding changes to reach another body. Therefore,
there must exist a maximal velocity of propagating the interactions and it must be the same in all
inertial frames. This universal velocity happens to coincide with the speed of light in vacuum and
it is equal to
c = 2.99792458 - 10° m/sec.

This is a fundamental physical constantﬂ

Conjunction of the relativity principle with the finiteness of the speed of interaction propagation
(speed of light) is called Einstein’s relativity principle (Einstein, 1905). The mechanics which is based
on Einstein’s relativity principle is called relativistic. The mechanics which arises in the limiting
case when formally ¢ — oo is called Newtonian or classical.

Three fundamental effects of Special Relativity are
1) Time delay measured by a moving clock;

2) Lorentz contraction of the length of a moving body;

3) Abberation of light (deviation of light when passing from one to another inertial system).

1Before the 17th century it was generally thought that the light is transmitted instantaneously. Galileo was the
first one who doubted it. The first measurement has been done by Roemer in 1676 (observations of the moons of
Jupiter). The first measurement on Earth has been done by Fizeau in 1849. He used a beam of light reflected from a
mirror 8km away. He found the value 301300 km/sec.
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Figure 5.2: Galilean boost in two dimensions. The oblique (red) line represents the trajectory of the
origin of the reference frame M’ which moves with velocity v in the z-direction with respect to the
reference frame M. An event which happens in M at the position z at time ¢ occurs at =’ at time
t' =t in the moving frame M’. Hence, 2’ = z — vt.

5.2 Lorentz group

Here we introduce Lorentz transformations as transformations between two inertial frames that
preserve the length of the 4-interval between two events. We then show that this transformations
form a Lie group known as the Lorentz group, and we discuss the structure of this group from various
viewpoints.

5.2.1 Defining Lorentz transformations

We will use the notion of "event". Every event is characterized by the place (coordinates) where it
happened and by the time when it happened. Define the so-called interval between two events

s12=C(ta —t1)? — (w2 —21)” — (Y2 —1)® — (22 — 21)°.

If two events are close to each other we have an infinitezimal interval:
ds? = Adt? — dz® — dy® — d2>.

The fact that the speed of light is the one and the same constant in all inertial frames leads to the
fact that the infinitezimal interval between two events is also the same in all inertial frames

ds® = ds".
From the equality of infinitezimal intervals, the equality of finite intervals follows s = '.

The interval between two events is the same in all inertial frames, i.e. it is invariant under
transformations from one inertial frame to another. This invariance encodes the constancy of the
speed of light.
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The intervals can be naturally classified as follows. Introduce
Gy = (@2 —21)> + (12— 1)* + (22 — 21)*

Then, s, = c*t3, — (2, and the equality of the intervals in two different inertial frames is expressed
s 2 2
2 2,2 2 2
S1g =ty — iy = ', — U3,

e Time-like interval. This is an interval for which s?, > 0, i.e. the interval is real. For such an
interval there exists an inertial system for which the two events happen in the one and the
same space point, i.e. E'%Q = (. If two events happened to the one and the same body then
the interval between them is always time-like. Indeed, the distance {152 = vt15 which the body
passes cannot be bigger than cti5 as v < c.

Remember: Real intervals are time-like. They describe events which happen to a (massive)
body.

e Space-like intervals. For these intervals s3, < 0, i.e. they are imaginary. For a space-like
interval one can always find an inertial system in which the corresponding two events happened
as the same moment of time, so that ¢1o = 0. The distance between these events is ¢15 = is12.

e Light-like intervals (null intervals). For these intervals sjo = 0.

It is convenient introduce the diagonal 4 x 4-matrix
" = nu, = diag(+1,—-1,-1,-1).
It is called the Minkowski metric and it defines a quadratic form
ds? = Nudrtdz”

which is an infinitezimal interval and we consider the index p running from 0 to 3, so that 2% = ct
and z! = z, 22 =y, and 23 = 2 stand for three spacial coordinates.

Thus, the set (ct, z,y, z) can be considered as components of a vector in a four-dimensional space.
The square of the "length" of the vector is

1,2 = (1,0)2 _ (:Cl)Q o (QCQ)Q o (:C3)2 _ nlwxuxu )
Geometry in which the length of a vector is given by the above formula is called pseudo-euclidean.

According to the discussion above, the transformations from one inertial frame to another must
be such that they preserve the interval. In the four-dimensional space they can be only the global
shifts of the coordinate system

ot =t + ot

or rotations
at — Abz” .

Under the rotations the quadratic form transforms as
z? = nMUAZJ:aAng = nuuAgAgxo‘wﬁ =2,
so that the transformation matrices must satisfy the requirement
NuAGAG = Tag -

The matrices satisfying this requirement are called Lorentz transformations.
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5.2.2 Structure of the Lorentz group

We recall that a definition of a group was given in subsection [2:2.2] An important class of groups
constitute Lie groups. A Lie group is a group which is also a smooth manifoldﬂ

Let us show that Lorentz transformations form a group. In the matrix form the Lorentz transfor-
mations can be written as

ApA = 1.

Any matrix A which satisfies this relation (defining relation) defines a Lorentz transformationﬂ
Suppose we have two such matrices

Ai’r]Al =1, AénAQ =1,
then their product is also satisfies the defining relation of the Lorentz group:
(A1A2)t77(A.1A2) = Ag(AinAl)AQ = Aé’f}AQ =1.

Identity matrix is a (trivial) Lorentz transformation. Finally, any A has an inverse which also a
Lorentz transformation. Indeed,

det(A*nA) = det(A)?detn = dety =  detA = +1.
This means that A is non-degenerate. Then, from the defining relatiOIﬂ
AL =nAly.

Thus,
(A" A~ = (pA'n) n(nA'n) = AnAt =1,

that is A~! is a Lorentz transformation. Thus, Lorentz transformations form a group. We have also
shown that if A is a Lorentz transformation, then

A71 ’ At , (At)fl
are also Lorentz transformations.
Note that the defining relation of the Lorentz group implies that
Mg AT = (A9)” — (Ap)* =1,

that is (AJ)? = 1 + (A§)? > 1. Thus, for any Lorentz transformation either AJ > 1 or A < —1.

Topological structure of the Lorentz group

The Lorentz group is a 6-dimensional non-compact Lie group O(1, 3) which consists of four connected
components (four topologically separated pieces), each of them is not simply connected, see Fig.
To understand this topological structure of the Lorentz group, let us notice that a Lorentz
transformation may or may not

e reverse the direction of time (or more precisely, transform a future-pointing time-like vector
into a past-pointing one),

2In other words, group elements of a Lie group can be continuously parametrised by a set of parameters.

3Would 7 be identity matrix, then the relation A*A = 1 would define the group of orthogonal transformations.

41t follows from A~! = pA’n by multiplying it from the right with A that the following relation is also true
AnAt = 7. This shows that matrix A? is also a Lorentz transformation.
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Figure 5.3: Four connected components of the Lorentz group. The component with A < 1 and
det A = 1 is a subgroup of proper orthochronous transformations SO™(1,3) (the restricted Lorentz

group).

e reverse the orientation of a four-dimensional reference frame.

Lorentz transformations with A > 0 preserve the direction of time and are called orthochronous.
The product of two orthochronous transformations is also an orthochronous transformation. To see
this, we notice that (A§)? = 1+ (A§)? > 1 implies that |AJ| > ||A}|| and analogously, by changing
A — A!) one gets |[AJ] > [|AY]|, where A} and AY are understood as vectors with components
i =1,2,3. For a product of two transformations A and A’ one has

(AN)) = AGAY + AGAY.
By the Cauchy-Bunyakovsky-Schwarz inequalityﬂ one obtains that
[AGAL] < [IAGITTIAP] < [AQIIAG'| = AGAG -
Hence, (AA")) > 0 if both A and A} are positive. The subgroup of orthochronous transformations
is often denoted O (1, 3).

Lorentz transformations which preserve orientation are called proper, and as linear transforma-
tions they have determinant +1. (The improper Lorentz transformations have determinant -1.) The
subgroup of proper Lorentz transformations is denoted SO(1, 3).

The identity component of the Lorentz group, i.e. the component containing the identity element,
is the set of all Lorentz transformations preserving both orientation and the direction of time. It
is the proper, orthochronous Lorentz group, which is sometimes also called the restricted Lorentz
group SOT(1,3).

Every element in O(1,3) can be written as the semidirect product of a proper, orthochronous
transformation and an element of the discrete group

{1,P,T, PT}

5For any two vectors = and y: |(z,y)| < ||=||||v]]-
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where P and T are the space inversion and time reversal operators:

P = diag(l,~1,-1,-1)
T = diag(-1,1,1,1)

The four elements of this isomorphic copy of the Klein four-group label the four connected
components of the Lorentz group.

As stated above, the restricted Lorentz group is the identity component of the Lorentz group.
This means that it consists of all Lorentz transformations which can be connected to the identity by
a continuous curve lying in the group. The restricted Lorentz group is a connected normal subgroulﬂ
of the full Lorentz group with the same dimension (in this case, 6 dimensions).

Structure of Lorentz transformations: spatial rotations and boosts

Introduce two four-vectors in the original and a Lorentz-transformed coordinate systems, respec-

tively,
20 20
v ( r ) ’ x/ - ( T’ ) .
z Z

The relation is ' = Az and x = A~'z’. In what follows it is convenient to parametrize

t t t
_ a Ui t_ a U —1 _ At a —Us
A - ( Uy S ) 9 A - ( o St > ) A - 77A n= ( —u St > .

Here a is a scalar, v1 and v, are vectors and S is a 3 x 3 matrix. We recall that a matrix A of Lorentz
transformation satisfies the conditions A'nA = n and, as a consequence, AnA! = 7. In particular,
AlnA = n implies

1 0\ [ a 1 0 a v\ a? —v3 avt — vt S
0 -1 /) \ v & 0 -1 vo S )\ avy — Stuy vy vl —StS )
Thus, we find three conditions

a?>—vi=1, avl—-viS=0, vy@v-85S5=-1.

The change A — A? gives

GQ—U%=1, avy — Sty =0, vg®v§—StS:—1.
Now we are going to clarify the meaning of the vectors v; and vs and the matrix S. To this end,
consider the transformation x = A~'z’. Explicitly, it is

¥ = a2’ — (57,

7 = -2+ 87,

In the moving coordinate system M’ it’s origin O’ has coordinates z = 0, therefore, the formulae
before takes the form
° = ax®,

— —
r = fleo.

6A subgroup N C G is called normal, if gNg—! C N for any g € G.
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Dividing second formula by the first, we get ;% = g = 7%1, where ¥ is the velocity of O’ with respect
to the stationary coordinate system M. Thus, v = —a'g. Further, from the condition a? — v? =1
it follows that 1

a= i72 .
We chose “+" sign here which corresponds considering orthochronous transformations A) > 1.
Now we turn our attention to the equation

SIS =1+4+v @0 .

Explicitly, the matrix 1 + v; ® v! has the following matrix elements
(14 v @vy)ij = 05 + (v1)i(v1); -
Consider for the moment another matrix
Q= (1+av ®uvy)y = dij +a(vi)i(v); -
where « is an arbitrary number. Compute its squire
5= (G + a (01)i(01)r) (O + a (01)x(v1);) = 6ij + (20 + @®0F) (v1)i (1) -
Thus, we see that if we subject the coefficient « to the condition
@ -1)+2a=1,

then the following property will be satisfied

1+v vl =02,
Solving the quadratic equation for «, one finds

1
T 1+a’

(07

We pick the solution with “+” and denote the corresponding @ by Q.. Explicitly,

1 a® a—1
The relation S'S = Q% can be written as Q;'S'SQ7" = (SQ:NHH(SQ:") = 1, since Q; is a
symmetric matrix. Hence R = Serl is an orthogonal matrix, as R*R = 1. Furthermore, since now
S = RQ4, we get that

1 1 1 1
vh = ;vﬁSt = gva+Rt = avi(l +av; @vHR" = E(l + ala® —1))viR! = vl R",

that is v = Rwv;. To summarize, we have established that generic matrix A has the following

structure
1 1 vt

12 [l_+2 ¢
1 o 1 2

————RY RQ+

ol
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We immediately see that this 4 x 4 matrix factorizes into a product of the following matrices

t

1 1 2
)2 )2 >
1 0 -z -4 ¢
A =
0 R — 1 v 1 _ vt
o R W
C2 C2

where 1 signifies 3 x 3 identity matrix. The first matrix is just an orthogonal transformation of a
three-dimensional vector of spacial coordinates, while the second matrix is the Lorentz boost. With
this matrix A at hand, we find for ' = Az the following explicit formulae, where we use that z° = ct
and z'0 = ct’,

t/ _ t— (i2)
v2 ’
2
(I1.5.2)
7 _nlz ot n 1 _q 0(VT)
11— 1— 9 v?
2 2

These are Lorentz transformationsﬂ which describe how coordinates (Z,t) of an even in a stationary
reference frame transform to coordinates (Z’,t') of a reference frame which moves with respect to
the stationary frame with an arbitrary velocity ¢. Note that for ¢ — oo, i.e. when v < ¢, the factor

1-— Z—; — 1 and the Lorentz transformations reduce to the Galilean ones:
=t
Z = R(z—ot).
Inverse Lorentz transformations are obtained from 2 = A~'z’, but they can be alternatively obtained

from direct transformations above by changing primed indices for unprimed and changing the sign
of velocity v. One obtains

-5
(11.5.3)
! 1 (2
I P — ) )
-z = )
cC (&

It is of interest to see what the second solution with o = ﬁ gives. Denoting the corresponding
Q by Q_, we get
to_ N2 _ 2
SIS =Q7 =Q1
or
Q:lstSQ:I _ Q;lStSQll -1
which gives rise to two orthogonal matrices R, = SQ;l and R_ = SQZ'. Obviously, R, and R_
differ from each other by an orthogonal transformation R_'R, . The nature of this transformation

"Regrouping terms, the expression for ' can be also written in the following form

RN (UZ)
I A e =

27 2
VimE Wims
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can be understood by computing its determinant

_ _ det@)_
det(RZ'Ry) = det(Q_S'SQ1") = —=—.
(R Ry) = det(Q-S 1507 = o
The direct computation shows that for Q (), the corresponding determinant is detQ(a) = 1+av? =
1+ a(a? —1). Thus, det Q4 = a and det Q_ = —a, so that det(R_'R,) = —1 contains a reflection

of the coordinate axes. Hence, we see that the choice of £a and o =
connected components of the Lorentz group.

11_%1 precisely give rise to four

Note that the simplest example of the Lorentz transformation is a rotation in the tz-plane. This rotation must
leave the interval (ct)? — x2 invariant. The relation between the old and the new coordinates is described by the
formulas

x =2’ cosh® + ct’ sinh ), ct = a’ sinh + ct’ cosh .

Indeed,
(ct)? — 22 = (2’ sinh ¢ + ct’ cosh ) — (& coshp + ct’ sinh )2 = (et')? — 22

Substituting here the coordinate =’ = 0 of the center of the moving system, we get

T v
x = ct’ sinh ), ct = ct’ coshyp =— tanhw:—tzf.
c c
From here we find v
- 1
sinhy = —&— | coshy =
122 122
62 62
and, therefore,
z’ + vt! t'+ %o
T = y=v, z=2, t= ——,

’
2 2
v v
/1_Ci2 1- %

This transformation is called the Lorentz boost as it describes the change of coordinates and time due to boosting
one coordinate system with respect to the other. The reader can verify that this particular example fits our general

discussion of arbitrary Lorentz transformations.

Addition of velocities
Suppose in the moving frame M’ a particle is moving with velocity @, that is @ = Z—f/l. We want to
find its velocity in the stationary frame M. To this end, we consider the differentials of the inverse
Lorentz transformations

g dt' + (d;cQﬁ) _ g 1+ (gg)
V-9 V-9
vdt’ 1 v(vdz’
d7 = R |di + —2 ¢ - L“f)
1— 22 1— v v
c? c2

Dividing the differential dx by d¢, we find the velocity « in the stationary frame (R = 1)

1 -1 (i)
dt 14453

2
.

2

This is the law for addition of velocities in the relativistic case. In the non-relativistic limit ¢ — oo,
it reduces to the Galilean law: @ = u + .
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Lie algebra of the Lorentz group

First we recall the basic facts about the rotation group in three dimensions and then concentrate
our attention on certain aspects of the Lorentz group.

Any rotation has the form

x x
v | =R| vy or 7 =Rr
Z z

Under rotations the distance to the origin remains unchanged, that is
2?4y 2 = a2 or 1ty = ptp

This means that
r'R'Rr = rtr i.e. R'R=1.

This means that R is an orthogonal 3 x 3 matrix. Orthogonal matrices form a group called O(3).

Rotation of a vector on a finite angle # around z-axis is

7 cosf sinf 0 Ve
Vy’ = —sinf cosf 0 Vy
1% 0 0 1 V.
so that
cosf sinf O
R,(0)=| —sinf cosf 0
0 0 1

Analogously, the rotation matrices around the axes xz and y have the form

1 0 0 cosyp 0 —sinvy
R.(¢)=1| 0 cos¢ sing |, Ry(¢¥)= 0 1 0
0 —sing cos¢ sinyy 0 cosv

These matrices do not commute between themselves:

R.(0)Ro () # Ra()R-(0) .

This means that the rotation group is a non-abelian group. That is also a Lie group, i.e. a continuous
group with infinite number of elements, because the values of the group parameters (angles) form a
continuum. Any rotation is determined by three parameters: the matrix R has 9 elements and the
relation R'R = 1 imposes on them 6 conditions. These three parameters can be chosen to be the
Euler angles. Three parameters give rise to three generators defined as

0 — 0
1dR,(0 i
J, == R()|0:0: t 0 0 ,
i df 0 0 0
0 0 O
r = ¢=0 = g )
i dé 0 i 0
0 O
Yy . 1[1:0_
iody i 0 0
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These generators are hermitian. The infinitezimal rotations are given by
R.(60) =1+ 1iJ,00, R,(0¢) =1+1iJ,00, R, (8v) =1+ 1iJy0v.
Commutators of two generators
[Jz, Jy] = iJ, + cyclic permutations

coincide with the commutation relations of angular momentum. Rotation on a finite angle around
z-axis is
cosf sinf 0
R.(0) =e:% = | —sinf cosf 0
0 0 1

If one considers a rotation around an arbitrary axis 77, then

Rﬁ(a) — ei(‘fﬁ)g.

Now we turn our attention to the Lorentz group. Mathematically, the Lorentz group may be
described as the generalized orthogonal group O(1,3), the matrix Lie group which preserves the
quadratic form

(ct,x,y,2) — (ct)? — % —y* — 22,
This quadratic form is the metric tensor of Minkowski spacetime, so this definition is simply a
restatement of the fact that Lorentz transformations are precisely the linear transformations which
are also isometries of Minkowski spacetimeﬂ

The restricted Lorentz group is generated by ordinary spatial rotations and Lorentz boosts (which
can be thought of as hyperbolic rotations in a plane that includes a time-like direction). The set
of all boosts, however, does not form a subgroup, since composing two boosts does not, in general,
result in another boost. Indeed, introducing the identification

mozct, r =z, I =y, T =2z

we can write the Lorentz boost as

¥ coshy sinhe 0 0 20
' | | sinhg coshe 0 0 x!
22 o 0 0 1 0 22
23 0 0 0 1 x3
The generator corresponding to the infinitezimal boost is defined as
0 —i 0 O
K - ldBw(go) | _ —i 0 0 0
T de L0 0 000
0 0 0 O
The other boost generators are
0 0 —i 0 0 0 0 —i
0 0 0 O 0 0 0 O
Ky = - 0 0 O ’ K. = 0 0 0 O
0 0 0 O - 0 0 0

8The Lorentz group is a subgroup of the Poincaré group, the group of all isometries of Minkowski spacetime.
The Lorentz transformations are precisely the isometries which leave the origin fixed. Thus, the Lorentz group is an
isotropy subgroup of the isometry group of Minkowski spacetime. For this reason, the Lorentz group is sometimes
called the homogeneous Lorentz group while the Poincaré group is sometimes called the inhomogeneous Lorentz group.
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B

Figure 5.4: The simplest form of action is given by the length of the
space-time interval between points A and B.

The set of all rotations forms a Lie subgroup isomorphic to the ordinary rotation group SO(3). The
usual rotation generators now look like

0 0 0 O 0 0 00 0 0 0 O
0 0 0 O 0 0 0 ¢ 0 0 — 0
o = 000 —i |’ Ty = 0 0 0 0| 2= 0+ 0 O
0 0 2 O 0 — 0 0 00 0 O

One can compute the commutators
(K., K,] = —iJ. + cyclic permutations
o, K| = [Jy, Ky = [J., K.] =0 (I1.5.4)
[Jz, Ky] = iK, + cyclic permutations
Boosts do not form a group; commutator of two boosts is a rotation.
A boost in some direction, or a rotation about some axis, each generate a one-parameter subgroup.
An arbitrary rotation is specified by 3 real parameters, as is an arbitrary boost. Since every proper,

orthochronous Lorentz transformation can be written as a product of a rotation and a boost, it takes
6 real numbers (parameters) to specify an arbitrary proper orthochronous Lorentz transformation.

The 6 generators K and J can be combined into one skew-symmetric matrix M,;, with the
following commutation relations
[le, Mp)x] = i(n/LpMI/)\ - nupM,u)\ - n/LAMl/p + nV)\M/L[))

representing the Lie algebra relations of the Lorentz group.

5.3 Relativistic particle

Let us first revisit some of the basics of special relativity written using tensor notation. The
Minkowski metric 7, that we will use has the signature (4+,—,—,—) and we will use the con-
vention that the Latin indices run only over the space coordinates (i.e. i,7j, k... = 1,2,3), whereas
the Greek indices will include both time and space coordinates (i.e. u,v,o,p... =0,1,2,3). Addi-
tionally, in special relativity we will have to distinguish between 3-vectors (those with only space
components) and 4-vectors (having both space and time components). The convention that we will
use is that A will denote a 3-vector, whereas A* will denote a 4-vector.

Using these definitions, we can define the Lorentz invariant relativistic interval given by the
expression

ds® = dw,dat = Pdi? — (da')® . (IL5.5)

The action for a relativistic particle has the following form

b b
S:—a/ Vds? = —« ds.
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Reparametrisation invariance. Suppose we parametrise the trajectory of a particle with a pa-
rameter 7: x* = z#(7). Then the action can be written as

T2
S = —a/ Vapgrhdr, (I1.5.6)

. H . . . . .. .
where @# = 92°  The new feature of this action in comparison to the case of non-relativistic

mechanics is that this action is invariant under reparametrizations of :
ozt =&(1)0;x"  aslongas &(m) =E&(m) =0.

Let us show this
— B 1 N T oy
S(VEudh) = W(Z’E 5%)*7m$ 0r(§2y) =
1 y. 2 P B - —
_ W[m 6+ Ei xy} - i G€ + €0, (/T
VI EHE + €0 (\/ T, @) = Oy (E/T M) .

Therefore, we arrive at

08 = —a/ 2 dr 0-(§\/xpdt) = —a[gx/’j:uj;u] =0,

i.e. the action is indeed invariant w.r.t. the local reparametrisation transformations. Physically,
the reparametrisation invariance means that the value of the action does not depend on with which
velocity one runs over the trajectory connecting the initial and final points. This independence is
due to the fact that the action S is a true geometric object, namely, the length of the trajectory
between the initial and final points.

Non-relativistic limit. Since the action does not depend on the choice of a local parameter, we
can pick up one. The convenient choice is the so-called static choice, also called static gauge, where
the variable ¢t = 7 is chosen to parametrise a trajectory as

2 =ct, x'=2'(t).

With this choice we can now establish the physical meaning of the parameter a. First, we have
02
2

datt
* =(¢?), ds=vVE-2=c\/1-——

dt c

to 1—]’2
S:—ac/ 1——dt,
C
t1

which corresponds to the following lagrangian

g
L=—-ac\/1—- - (I1.5.7)

The non-relativistic limit corresponds to taking Z—; < 1. Expanding the lagrangian in this limit, we
find

Therefore, the action becomes

72 7>
Lm—ac<1—262+~~>z—ac+a20. (I1.5.8)
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If we want to recover the usual form of the lagrangian L = T — U where for of a free non-relativistic
particle T = mfz
(L1.5.8]) turns into

is the kinetic energy and U = 0, we need to set &« = mc. When we do so, equation

1
L=-mc®+ §m172 .

Mass-shell condition. Returning back to the action in generic parametrisation

T2
S = fmc/ VT atdr, (I1.5.9)
T1

so that L is
L = —mey/a,2H .

As we argue below by comparison to the description in the static gauge, the canonical /-momentum
p* should be defined as the derivative of L with respect to —,,. We get
" oL T
=5, = MC—F/————.
p o+ N
Now when we take —
T,E
p2Epup“:m2c2 .u. 2:m202.
(V&)
Hence, the particle trajectories which minimize the action must satisfy the constraint p?> —m?c? = 0,
which is referred to as the mass-shell condition.

In the static gauge ¢t = 7, we have 2% = ¢t and, therefore, the components of the 4-momentum are

P | e (I1.5.10)
Here
E
=== (IL5.11)
c 72
ez
where
2
E=—2t (IL5.12)
1- 2
is the energy of the relativistic particle and
L (IL5.13)
— =

is its 3-momentum. The mass-shell condition takes the form

E2
pop’ —pF =m*® = CT—ﬁQZm202.

Lagrangian and hamiltonian dynamics in the static gauge. Justification of the definitions
above comes from consideration of the action in the static gauge, which is

772
S = —ch/dt\/l - %2 . (IL5.14)
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dz

This action involves the usual 3-velocity ¢ = 9. Thus, according to the canonical formalism, we

have

oL muv
= — = 11.5.15
P ov 72 ( )

The Euler-Lagrange equations are

d muv
- (ﬂ) =0. (11.5.16)

Let us solve this equation. We have

d mu mi mi(7 - )/
el = =0. II.5.1
dt(,ﬁw) — P a-gypr Y e40
c? c? ¢
Multiplying this equation with ¢, we get
mv-v)  mP[T-0)  m@-0) 0

Sz G-LpE (-G
from where we conclude that (7- ) = 0. Substituting this result into (IL.5.17), we get

—

muv
g2
Vi-=

which yields 7=0. Thus, a free relativistic particle moves with a constant velocity. The hamiltonian
is

:O’

=2 72 2
H=pi—L=—— fm1- = = . (IL5.18)
g2 C g2
V7 @ ez

To write the Hamiltonian as the function of p, we take

o mi? o pPc?
b= 72 U= 5 22
1-% p* + m=c

and substituting this expression for 2 into the expression for H, we find

H = c/p? + m2c2. (I1.5.19)

This is the hamiltonian of the free relativistic particle.

5.4 Relativistic particle in electromagnetic field

Let us now define the vector potential, which is an underlying field (a Lorentz invariant 4-vector) in
electrodynamics that we will base our further derivations on. It reads

At = (cp(x),/f(x)) .
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Notice that .
A 5 A, =AY = ((p (z),—A (x)) . (I1.5.20)

The properties of a charged particle with respect to its interaction with electromagnetic field are
characterized by a single parameter: the electric charge e. The properties of the electromagnetic
field itself are determined by the vector A*, the electromagnetic potential introduced above. Using
these quantities, one can introduce the action of a charged particle in electromagnetic field as follows

b
S:—mc/ ds—S/Audaj“.

Using Hamilton’s principle, stating that a particle follows the path that extremises the action (65 =
0), we can derive the equations of motion in which we neglect the back reaction of the charge on the
electromagnetic field

dx,dézH e

0=65 = — _— — —
mc/\/dxl,dx” c

where we used that ds = v/dz,dx¥. We can further take the length s itself as a parameter along the

trajectory and, therefore, define the so-called 4-velocity U* = %. The explicit form of U* is

[(6A,)da" + A,d(62")], (IL5.21)

g ot dot !

B 7
ds o\ 1- Zat \/1—7;32 c\/1—g;§

and it has an important property that

(11.5.22)

da), de?

U, U! =
" ds ds

=1.

Using the fact that 04, = A, (z, +dz,) — Au(x,) = 0, A, 02" + - - - and differentiating by parts, we
can rewrite equation (I1.5.21]) as follows

58 = me / AU, 82" + Z / (0, Aydz?sat — 9, A, 00" dzt) = 0.

This imposes the following condition for the extremum

dUlt € v __
mcK + E (8VA[_L - 8/_LAV) U"=0.

Introducing the tensor F),, of the electromagnetic field
F,, =0,A, -0,A,=—-F,,, (11.5.23)
we can write the equation of motion of the charge in the electromagnetic field as follows

dU#
ds

mc

= Spuy,, (IL.5.24)
C

This expression can also be written in a more suggestive form if we define the momentunﬂ pH =

. ® 2 1
mcU*", so that one can express the acceleration term dd% = ddswz as

dp* dp*dt e
- = = _FMy,, I1.5.25
ds dt ds ¢ v ( )

9This is consistent with the requirement p? = m2¢? since U2 = 1.
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A (0. 4)
B

Figure 5.5: In the presence of the vector potential A¥ = (cp,zi) the action of a charged
particle contains an additional term describing an interaction with the vector potential.

where the right hand side of the equation is referred to as the Lorentz force, whereas the left hand
side is simply the rate of change of momentum with respect to the relativistic interval. This equation
is comparable with the Newtonian statement: force is the rate of change of momentum. Note that
this derivation has assumed that the electromagnetic field is given (fixed) and that we vary the
trajectory of the particle only (the endpoints remain fixed).

Electromagnetic tensor F),,. Before we proceed with the discussion of the Lorentz force, let us
understand a relation between F),,, and electromagnetic fields E, H. First, we have

0A; 0Ayp
0i = o 0;Ag 920 or (IL.5.26)
Taking into account (I1.5.20) and z° = ct, we find that
_ 104 o
Foi=|-Vo——-—-| =(E),
0 ¥ cot| (E)

where E = (Ez, Ey, E,) is the electric field. Second, we consider
Fij = 8114] — 8_7141 = —(6iAj — 8]141) .

Here we have to recall that H = V x A or in components (ﬁ )i = eimnamffn, where fL are components
of the 3-vector A. Multiplying this relation with ¢;;; and summing over ¢, we get

(H)ieijr = Eijkﬁimnamz‘fn = 0, Ay — A,
where we have used the summation formula
€ijk€imn = OjmOkn — OjnOkm -
Thus, we obtain
Fij = 0;A; — 0;A; = —(0;A7 — ;A") = —ej(H), H = (H,, Hy, H.,).

These formulae allow us to obtain an explicit formula for the tensor of the electromagnetic field, the
latter being 4 x 4 matrix, in terms of components of electric and magnetic fields

o E. E, E.
-E, 0 —H. H,

F, = B o _H. (11.5.27)
-E, —-H, H, 0
and, as a consequence,
0 -E, -E, —-FE,
Fr = o PF,, = E, 0 -H. H, (11.5.28)

E, H. 0 —H,
E
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We have also established the following relations between electric and magnetic fields and the corre-
sponding components of the 4-potential
- 194 -

E=-Vo— -5 and = VxA. (I1.5.29)

Lorentz force. Now we come back at the expression for the Lorentz force and write it in terms of
electric and magnetic fields. Rearranging (11.5.25), we get

dp? € o € i ds
= (SPouy + SFPIY;) S =
dt (c ot c 7)) dt
1 J 72
‘B P | e/1- L =B+ e”kv IH,.  (IL5.30)
C 52 C 52
V31— c/1-%=
Here we used the fact that F©© = E;, F;; = F' and U; = — ;’j —. We can thus rewrite the
el-z
equations of motion in the form
i - ;
di; — B+ %ﬁ x . (1L5.31)

This equation is of the fundamental nature and can be experimentally verified. It is an equation
of motion for a changed particle in electromagnetic field. In the non-relativistic limit p’ = mv the
above equation turns into Newton’s equation
dv 7L Co v
m— =ebE+ -Ux H.
dt c

Concerning the equation for p°, we have

dn® d % 72 o
W _epoipds _ ep (v N\ T ey
dt ¢ "dt c o1 22 2 ¢

c2

This result is not independent but follows from (I1.5.31)). Indeed, since

pO — L_, , E=FEy, = cpo7 (11532)
1z
we find™¥]
dFyin d mc? dp =
= —_— U E M il .
dt dt 1— v2 - dt ( v)
C2

Further we note that the last formula represents the work of the electromagnetic field on the charge.
Hence, the magnetic field does not change the kinetic energy, but rather only affects the direction
of the particle trajectory!

Hamiltonian of particle in a static gauge. In a static gauge t = 7, where t is a time measured
by a non-moving (static) observer. In this gauge the action takes the form

v? e 0 € i
S= [ Ldt= [ dt|—-mc?y/1— — dt — —Apdz” — —A;dx*|
c c c

a5 _ v N mv (@) . g.@: m(qj-%l dBiin

dt 2 2\3/2 (2 dt 2 3/2 dt
vi-w (-8) (=

10We have
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i.e. the Lagrangian is

2 -
L:—mCQ\/I—Z—Z—l—gA-E—e(p

The momentum in the presence of the electromagnetic field is

OL mu

ov [1 w2
T2

where p’is the momentum of the free particle, and the hamiltonian

P— +SA=p+ %A, (I1.5.33)
C

Ql®

oL mc?
H=20-L= —25_ 4+ ey
ov 12
c2 potential energy
——

kinetic energy

Expressing from eq.([1.5.33)) the velocity ¢ in terms of the canonical momentum 16, we find that

N N\ 2
H= \/m2c4 + 2 (P - fA) tep. (IL.5.34)
C

We stress that such an expression for the hamiltonian arises only due to our choice of the static

gauge. In the absence of electromagnetic field (II.5.34) reduces to ([1.5.19).

Gauge invariance. All the physical properties of the electromagnetic field as well as the properties
of charge in the electromagnetic field are determined not by A,,, but rather by F,,,. The underlying
reason for this is that electrodynamics exhibits an important new type of symmetryE To understand
this issue, we may decide to change the vector potential in the following way

Ay — Ay —0,x (I1.5.35)

which can be rewritten in a less abstract form of space and time components separately:
A—A+Vy and ¢—p—-—. (I1.5.36)
c

These transformations are referred to as the gauge transformations. Let us see what effect they have
on the tensor of the electromagnetic field:

6Fu = 04 (Ay+0,x) — 0y (Ay+0,x) — Fuy
= 0,0, — 00X =0. (I1.5.37)

Thus, the transformation ([1.5.35)) does not change the form of the electromagnetic field tensor. For
this reason electromagnetism is a gauge invariant theory!

The same conclusion on the gauge invariance can be achieved by inspecting the gauge invariance of
the electric and magnetic fields £ and H as expressed in terms of the scalar and vector potential

B ve- 19 d i-vxA (I1.5.38)

One can easily see that in the first case an extra ¢ term cancels with an extra A term and in the
second case we have the gauge transformation contribution vanishing due to the fact that VxVy = 0.

1 This symmetry extends to many other physical theories besides electrodynamics.
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Chapter 6

Maxwell equations

“The velocity of light is one of the most important of the fundamental
constants of Nature. Its measurement by Foucault and Fizeau gave
as the result a speed greater in air than in water, thus deciding in
favor of the undulatory and against the corpuscular theory. Again,
the comparison of the electrostatic and the electromagnetic units gives
as an experimental result a value remarkably close to the velocity of
light — a result which justified Maxwell in concluding that light is the
propagation of an electromagnetic disturbance. Finally, the principle
of relativity gives the velocity of light a still greater importance, since
one of its fundamental postulates is the constancy of this velocity under
all possible conditions."

Albert Abraham Michelson, Studies in Optics

“From a long view of the history of mankind the most significant event
of the nineteenth century will be judged as Maxwell’s discovery of the
laws of electrodynamics."

Richard Feynman

6.1 Fields produced by moving charges

Let us now consider the case where the moving particles produce the fields themselves. The new
action will be then
S = S, + Sint + St

where we have added a new term St, which describes the action for electromagnetic field itself. The
action of electrodynamics is

:—mc/ds—f/A dx“—— E, I L A
167c
We recall that it is written in the Gauss system of units, where pg = 47 and ¢ = ﬁ. Note that we
can rewrite the second term as
e 1 1
- [ Adst = pA,dxtdV = pA, d dth
c
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= %/j“Aﬂdth: C%/j“A# dz, (11.6.1)

where in the second line we have introduced, the current j* = pddL: = (pc, pv). Including this, we
can now write the action of the moving test charge as

1 [ 1 }
Sz—mc/ds—g/j“Aud‘Lx—ﬁ F, F" d*z .

Keeping sources constant and the path unchanged (i.e. 0j* = 0 and ds = 0), we can write the
deviation from the action as follows

1 . 4 1 v 4
0SS = —?/juéA#d x—%/F” 6FMde
111 1 OFH
= —=|= [ j*A d'z+ — A,d* 11.6.2
c[c/yaudx+47r/8x”6“dx]’ (I1.6.2)

where in the last term in the first line, we have used that

§Fy = 0,04, — 8,64,

To find the extremum, we need to satisfy .5 = 0, which due to eq.(l1.6.2)), is equivalent to the

second pair of Maxwell’s equations

OFHY 4 .,

ozv c
Identifying the respective components of the electromagnetic tensor we can rewrite the second pair
of Maxwell’s equations in a more familiar form

— — 4 - 1aE =g 4
VxH="74+-2  and V-E=4dnp, (11.6.3)
c c Ot

where 47”5 and 4mp are the sources and %%—f is the so-called displacement current. The first expression
is Ampére’s law (also known as the Biot-Savart law), whereas the second one is the Gauss law.
Finally, we notice that the covariant conservation of the current % = 0 is equivalent to the
continuity equation

% | givi=o

ot +divy) =0.
Electromagnetic duality. Below we include here a short digression on the tensor of the electro-
magnetic field. It is easy to check that, using the definition of the tensor, the following is true:

dFf = 8{7ELV + a/LFl/U + al/Frrp
= 05(0,A, —0,A,) + 0u(0, A — 0 Ay) + 0,(0,A, — 0, A5) = 0.
With a change of indices, this takes the form

0F,,

pvop
€
oxP

=0, (11.6.4)

which are four equations in disguise, since we are free to pick any value of the index . Let us
introduce the so-called dual electromagnetic tensor

1
F = et Ey (11.6.5)
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Then we can rewrite equation ([1.6.4]) as

OF*Hv
ox?

These equations are nothing else but the 1st pair of Maxwell’s equations.

=0. (11.6.6)

Omitting the currents in the second pair, on can now see that the first and second pair of
Maxwell’s equations are similar. Indeed, we have

1st pai oF 0
st pair : =
p Ok )
OFH
2nd pair : = 0.
nd pair e

The main difference between them is that the first pair never involves any currents:

e first pair of Maxwell’s equations does not involve any density or current: p, j;

e second pair of Maxwell’s equations does involve the density and current: pj.

This distinction has a deeper meaning. The magnetic field, as opposed to the electric field, is an
axial vector, i.e. one that does not change sign under reflection of all coordinate axes. Thus, if
there would be sources for the first pair of Maxwell equations, they should be an axial vector and
a pseudoscalarﬂ The classical description of particles does not allow to construct such quantities
from dynamical variables associated to particle.

6.2 Electromagnetic waves

Maxwell equations are partial differential equations on components of electric E and magnetic H
fields. In absence of sources these equations read as

V-H=0, %—?:—cﬁxﬁ, (11.6.7)
. - E I
V-E=0, %ZCVXH. (11.6.8)

Equations depend on a parameter ¢ which appears to coincide with the speed of light. Usually, one

refers to two equations in (I1.6.7)) as the first pair and to (I1.6.8]) as the second pair, respectively.
The first pair has H on the left hand side, while the second one has E.

Equations (I1.6.7]), (I1.6.8)) admit non-zero solutions meaning that electromagnetic fields can exist
without any charges or currents. Electromagnetic fields which exist in the absence of any sources
are called electromagnetic waves.

A progress with solving Maxwell’s equations is based on the introduction of the 4-vector electro-
magnetic potential A¥*, which combines a scalar ¢ and a vector A components

Al = (@7 A’) ; Au = nuyAU = (@7 _E) . (1169)

The relationship between electric and magnetic fields and the corresponding components of the
4-potential is
- 10A

E=-Vp- vy and H=rotA. (I1.6.10)

LA physical quantity that behaves like a scalar, only it changes sign under parity inversion e.g. an improper
rotation.
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Such a parametrisation of E and H in terms of arbitrary 4-potential automatically satisfies the 1-st
pair of Maxwell equations.

Now we consider the equation

This equation shows that the scalar potential Ay = ¢ is not dynamical (occurs without its time
derivative). In fact Ay can be unambiguously found from this equation by inverting the 3-dimensional
Laplace operator V2

L ,10 o - 09-4) (37
= _V2_(Vy. = 7ot \"7"
Ao = V222 (V - A) /dx p el (IL6.11)

Thus, Ap is not independent — we do not need to specify it at ¢ = ¢ (initial time slice). Thus, the
number of independent degrees of freedom cannot be more than three.

We therefore end up with the last equation we have to solve, namely,

E -
%:CVXH.

Substituting here the electromagnetic potential we will get

2 (Ga0+ 228) e w9 A

which with the use of the known formula

boils down to the following very complicated equation for A

18214T =9 7 = = _ 2 82 =,
2o~ VA=Y(V7 g 1) A). (116.12)

At this point it is unclear how to solve such an equation.

The progress how can be made by invoking the gauge freedom ([1.5.36)). According to (I1.5.36)),
two configurations of A, which differ from each other by a gauge transformation are, thus, physically

indistinguishable. We can use this freedom in the redefinition of the electromagnetic potential to
bring it by a gauge transformation to a convenient form and in this way to solve equation (I1.6.12]).

Coulomb gauge. Looking at (I1.6.12f), it is obvious that one has to use gauge transformations to
subject A, a condition

V- A=divA=9;A'=0. (11.6.13)

Subjecting A, to an extra condition is called gauge fizing and the condition itself is known as the
gauge. The gauge is known as the Coulomb (or radiation) gauge. For any given A; one
can always find a representative A; in its gauge orbit which satisfies the Coulomb gauge condition.
Indeed,

AZ:AI—k&a, 81141:0
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Constrained surface divE =0

" Gauge orbits

Figure 6.1: Constrained surface divE = 0 in the space of field configurations A,. This surface is
foliated by the action of the gauge group into a set of disjoint orbits. The red curves exemplify two
possible gauge fixings — the first one G; is complete and the second G» is not.

We have , o
0;A' = 9;A' —Via =0,
that is oL
. _ A&
a=V209,A = —/dj"w.
4dr|Z — 7|

We see that in the Coulomb gauge equation (I1.6.12)) turns into the wave equation (d’Alembert’s
equation) for each component of A

1924 -, -

In fact from it follows that in the Coulomb gauge Ay = 0 which together with the gauge
fixing condition V- A = 0 means that electromagnetic potential (and therefore electromagnetic field)
has only two degrees of freedom, whose time evolution is described by . These two degrees
of freedom correspond to two possible polarisations of a photon. In this way we, in fact, solved
Maxwell’s equations.

We further point out that one of the convenient gauge choices involves setting 0, A" = 0, which
is the covariant gauge choice known as the Lorenz gaugeﬂ This however is not a complete gauge
choice, because, as will be shown later, there are still the gauge transformations that leave the
electromagnetic field tensor unchanged. A further specification of the Lorenz gauge known as the
Coulomb gauge sets the divergence of the vector or the scalar potential equal to zero, i.e. divA =0
and ¢ = 0.

20ften erroneously referred to as the Lorentz gauge, due to the similarity with the name Lorentz as in Lorentz
transformations, developed by Dutch physicist Hendrik Lorentz. However it was a Danish physicist, Ludvig Lorenz,
who actually introduced the Lorenz gauge.
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Solving the wave equation. Consider the wave equation
. 1024
AA— ——=0.
c? Ot?

When we only consider the plane-wave solutions (i.e. the ones that depend on the coordinate z
only), then the equation reduces to

o2r 19 _
dr2 2 otz

It can be further written in the factorized form
0 0 0 0

x

With a change of variables { =t — £ and n =1 + %, one gets

o 109\ o _1(0 0
oc  2\ot ox)’ oy 2\ot ox)’

so that the wave equation in these coordinates takes the form
0% f B
oo

The general solution of this equation reads as

f=h©+f2(n),

where f; and fy are two arbitrary functions of their arguments. Changing our variables back to x
and t, we find that the general solution for f is given by

f=f1(t—%)+f2<t+%).

Notice that this solution simply represents the sum of right- and left-moving plane waves of any
arbitrary profile, respectively.

(I1.6.15)

Let us now consider plane wave solution to the d’Alambert equation. In this case the derivatives
of the y and z component of the vector potential with respect to y and z components respectively
should vanish as we will only look at oscillations in the x direction. For the Coulomb gauge condition
this implies that

0A, O0A, 0A, 0A,

divA=0= = =0.
o Ox * dy + 0z ox
If 85;1 = 0 everywhere, then 8;;‘2’” = 0, which rendes the wave equation for the component A, in
the form
O?A,  10%°A, 0
ox? 2 o2
1 0%A, 0= 0%A, 0= 0A, ¢
- = = = const.
2 ot? ot? ot
Since we are not interested in a constant electric field E,, we put A, = 0. Since E = —%%—‘f and

H = rot ff, then

. L €x €y €
H = VxA=| 0, Oy 0.
0 Ay(t—z/c) A.(t—z/c)
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Figure 6.2: Oscillations of the electric and magnetic fields in electro-
magnetic wave.

R ; C_10A. . [ 104,
= G0A /) + 0.t~ 2/ = 8y o 8 ()

& @ @ )
— &(-E.)+éE,=| 1 Eo Eo —iixE,
0

Yy z

where 77 = (1,0,0) is the unit vector in the z-direction. Thus, the electric field E and the magnetic

field H are perpendicular to each other. Waves with this property are referred to as transversal
waves.

Energy flux and energy density. Electromagnetic waves are known to carry energy; we can
define the energy flur also known as the Poynting vector

Since d@ x (5 X ¢) = g(d, E) — 5(6, 5), Where(d', 5) denotes the scalar product between vectors @ and g,
we find the following result

= c =
S = —iE?
A
where due to orthogonality of 7 and E the contribution of the second term vanishes. The energy
density is given by
1, = =
W=_—(E*+H?.
o (B2 + 1)

For electromagnetic waves ’E | = ’ﬁ

, so that W = ﬁE’Q. Hence, there exists a simple relationship

—

S=cWn.

We define the momentum associated to the electromagnetic wave to be

p= = —n.

5w,
c? c

For a particle moving along 77, we have p = % Consider a particle moving with velocity v. We

then have p = ”C—f which for v — ¢ becomes p = %; the dispersion relation for a relativistic particle

moving at the speed of light (photon).
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6.3 Maxwell’s equations with sources

Continuing, we are now interested in the case of fields created by moving charges. So far we have
discussed

e Motion of a charged particle in an external electromagnetic field (the Lorentz force);

e Time-dependent fields but without charges (electromagnetic waves).

We will now study time-dependent fields in the presence of arbitrary moving chargesﬂ Consider the
second pair of Maxwell’s equations

OFm 47 .

- _Zn
Oxv ¢l
0 0? 0? 47
— (0FAY — 0" AM) = AV — At = —— 41,
ox? ( ) Oxv 0z, o0z’ 0x, c J
Imposing the Lorenz condition
AV
= =0,
ozt
we obtain from the previous equation
0? 4T
OA" = Bo= —g#
oxvox, c J
The last equation can be split into two
- 1924 Ar
AA— —=— = ——
c2 ot? ¢
1 0% A
—=—= = —4up.
2 ot? P
Here we deal with an equation of the type
1 0%® -

To solve this problem, as in electrostatics, it is useful to first find the Green’s function G (Z,t; 7', t'),
defined as a solution of the following equation

1 2
<AI - cggtg) GZ 67 )=—4ns (T —-T)s(t - 1) . (I1.6.17)
Note that G (Z,t; &, t') is not unique and it has to be specified in a number of ways. Additionally, it
is referred to as the propagator (especially in the field of quantum electrodynamics). The solution

to equation (II.6.16|) reads
® (71) = /G(f,t;f’,t’)f(a?”,t’)d%’dt.

To check that this is actually the solution, one can apply the operator A, — c% g—; and move it under

the integral - two delta functions will emerge by virtue of (I1.6.17]), which upon integration will turn
f(@,t) into f(Z,¢).

3The motion of charges has to be set up, i.e. even though the charges produce an electromagnetic field, their
motion will not be influenced by the presence of these fields. This excludes the back-reaction of fields on charges.
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To proceed with solving ([1.6.16)), we will need the Fourier transfornﬁ of the function entering
equation ([1.6.17)

§(F—F)o(t—t) = 14/ d;g/ dus R (T g (1)
(277) -0 —0o0

G(f’t5f/at/) :/ d];;/ dw Q(E,w)eié(f*i‘/)%“’(t*t/) .

Plugging these into the equation, we obtain

- -y w? 1 1
Fo) (- +% ) = dr— =
g(k,w) ( + cz) e An3

which amounts to

- 1 1
obw) = i m

02
From this one can find an integral expression for G (Z,t; 2", t')

1 0 | oo i/;(f—a‘c”)—iw(t—t')
G (@47 1) = 4—3/ dk;/ dwS—— .
™ —00 —o00

w?2
k2 — o

The complex function inside the integral is singular at k2 = ‘;’—; and thus has two first order poles

at w = ic’fc". We have to find the proper way to treat this singularity. This is done by using the
following physical reasoning. The Green function is a wave-type perturbation produced by a point
source sitting at 2’ and emanating during an infinitesimal time at ¢ = t/. We can expect that this
wave propagates with the speed of light as a spherical wave. Thus, we should require that

a) G =0 in the whole space for t < ¢/

b) G is a diverging wave for ¢ > ¢/

We shall see that the above only represents one of the possible Green’s functions, since a different
treatment of the poles produces different Green’s functions - an advanced or a retarded one:

Retarded Green function states Gret = 0if t < t/

Advanced Green function states Gugqy = 0 if t > ¢/

Notice that the difference of the two Gaqv — Gret, called the Pauli function Gp,.;, satisfies the
homogenous equation.

Consider the retarded Green’s function. For ¢ > ¢, it should give a wave propagating from a
point-like source. Let us define 1 =t —t, R=7 — 7 and R = |R| Then we have

e—iw(t—t') SwT

since 7 > 0. Thus we need to require that Sw < 0 in order to have a decaying function at large w,
hence we have to integrate over the lower complex plane. In opposite, for ¢ < ¢, the contour over
which we integrate in the upper half of the complex plane should give zero contribution due to the
aforementioned physical reasons. As a result, one could infinitesimally shift the poles into the lower

4The role of the Fourier transform is to convert a linear differential equation for the function into an algebraic one
for its Fourier image.
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half plane when performing the analytic continuation. According to this prescription, the Green’s
function is specified as follows

’L’CR wT
Gre —»’t; dk d
(@ 473 / / Y2 L(wtio? (w+ie)2

We can conveniently rewrite the previous statement, by makmg use of partial fractions

Gret (Z,6;77,1) = (I1.6.18)
:*H dk/ doet {w—;@—i—isw—l—;@—i—ie e
Applying Cauchy’s theoremEI and taking the limit ¢ — 0, we find
Gret (T, ;7 ,1)) = # [ O:O dli ¢ F o7 i [emichT — giehT] (11.6.19)
= 27; _O:O dk eiié sin(ckT) .

To compute this integral, we pass to spherical coordinates.

T 2m
Gret (T, 1,7t = / dk k sln(ckr)/ sin 0do dp etk cost
72 0 0
o] 1
= E/ dk k sin(ckT)/ da e* e
™ Jo —1
2 o0
= é/o dk sin(kR) sin(ckT) (11.6.20)
1 . ((ck)RY .
= R/ . d (ck) sin (c) sin ((ck) 1) (I1.6.21)
1 o izl —iz B ixT —ixT
= -5 _oodx (e L. ) (77 — ¢7i7) (11.6.22)
_ 1 > iw(r—L2) _ iz(r+E2)
= R 7oodx (e 2 e )
1 R 1 R
A A oz

Sy <T _ C) (IL.6.24)

To summarise, in this computation we have used: partial fractions , the Cauchy theorem in
11.6.18H11.6.19)), switched to spherical coordinates and integrated over the angles , substi-
tuted ck =z (I1.6.21]), expanded the trigonometric functions in terms of their complex exponentials
, and identified Fourier transforms of delta functions m On the last step we have
reJected ) (’7’ + ) because for 7, R,c > 0, the result will always be zero. Substituting back our

original Varlables we get
5 (t’ + f%i' - t)
Ghret (Z,8;7,1') = .

17— 7|

5Cauchy integral formula reads
1 ()
fla)=s=¢ ——d
21 Jo z—a
where a function f(z) is holomorphic inside the region surrounded by a contour C' and integration is performed in
counter-clockwize direction.

)
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The result can be understood as the signal propagating at the speed of light, which was emitted
at ¢ and will travel for il and will be observed at time ¢t. Thus, this Green function reflects a
natural causal sequence of events. The time ¢ is then expressed in terms of the retarded time t'

tzt/—l—M
p .

Substituting this solution and integrating over ¢, we obtain the retarded potentials

/ 5 (t’ + —‘f_fw - t)

p(@t) = o7 p (&',1') d'dt’ + o
p(70- )
a7’ 11.6.25
5 <t’+ i —t)
S 1 c .
A(Zt) = - 7t d7 dt’ + A
@) = 1 [ i@+ 4,
1 ‘;(iﬂat |w;1 |> o
= 7/ _ di’ + Ay, (11.6.26)
¢ |Z— 2|

where ¢g and Ay are the solutions of the homogeneous d’Alambert equations (those corresponding
to the free electromagnetic field) DAY = 0 and the Lorentz gauge condition 9, A} = 0.

Note that for ¢ in the case of time-independent p and ; we have
=
o= / d “Z dz’ .
|7 — 2|

This is just the electrostatic formula for the scalar potential. Moreover, if the current 5 is time-

independent, we obtain
. 1 e
A@) = f/ I&)
c) |T—2

Lorentz invariance of Green’s function. Let us now show that G,..; is Lorentz invariant. We

write
s (t’ + —'x’f L t)
Grot (T, ;7 ,t) =0 (t =) .

i— 7

Here the extra term © (¢t — t) ensures that Gyet (Z,t;7,t') = 0 for t < t/, because

0, t<t
@(t_t/):{ 1, t>t

To rewrite the retarded Green’s function in a Lorentz-invariant way, we have to use

6<f<z>>z‘m.

%
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—— > light-like

absolute
future

X  space-like

time-like

Figure 6.3: At every point in time every observer has his past light cone, which is a set
of all events that could have influenced his presence, and a future light cone, the set of
events which the observer can influence. The boundaries of the light cones also define the
split between different kinds of space-time intervals. On the light cone itself the intervals
are all light-like, time-like on the inside and space-like on the outside.

In the last formula the derivative is evaluated at the set of points x;, such that f (x;) = 0. Hence,
introduce u = | — &'| — ¢(t — t'). Then

5( 17— 72— 2 (t - t’)2> - 5(u(u +2(t — t’))) - 5(u2 + 2uc(t — t’))) .

Now define f(u) = u?+2uc(t—t") with f'(u) = 2u+2¢(t—t'). Equation f(u) = 0 has two solutions:
u=0and u = —2¢(t—t"). The second one will not contribute into the formula describing the change
of variables in the delta-function because of ©(t — t'). Thus,

w2 oo, o2 _ 0T —et=t) _S(F -2 —c(t-t))
3 (17— = - 0)) = Qu+ 2¢(f — 1 )luco 27— 7]

In this way, we arrive at the following formula
(-2 —c(t—1))
2|Z — &

20 (t—t)5 <|f— P - (t— t’)z) = 2¢O (t —t')§(s),

Gret (T, 7,1) = 2cO(t—1t)

where the argument of the delta function is the square of the 4-interval s between two events (Z,t) and
(Z,t'), which is a Lorentz invariant object. From this we can conclude that the Green’s function is
invariant under proper orthochronous Lorentz transformations. Note that for orthochronous Lorentz
transformations the ©(t —t')-function is not invariant only for space-like intervals, but these intervals
are discarded by the presence of the J-function §(s?).

Green’s function and causality principle. Let us recall a classification of 4-intervals
ds? = 2dt? — da? (11.6.27)

We refer to them differently depending on the sign of ds?:
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1) time-like intervals if ds? > 0,
2) space-like intervals if ds? < 0,

3) light-like intervals (also called null intervals) if ds? = 0.

Consider Fig. representing the light-cone built over a point X. Signals in X can come only from
points X', which are in the past light-cone of X. We say X > X’ (X is later than X’). The influence
of a current j in X’ on potential A at X is a signal from X’ to X. Thus, the causality principle is
reflected in the fact that A(X) can depend on 4-currents j(X’) only for those X’ for which X > X".
Thus,

0A(X)

6j(X")
for X < X’ or points X’ that are space-like to X. Hence, the causality principle for the Green
function is

~G(X-X')=0 (I1.6.28)

G(X'—X)=0, (11.6.29)

in terms of the conditions described above. The retarded Green’s function is the only relativistic
Green’s function which has this property.
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Chapter 7

Radiation

The last part of these lectures will treat two classical radiation problems: Liénard-Wiechert poten-
tials and the dipole radiation.

7.1 Fields of a uniformly moving charge

Before studying the radiation problems, we consider the field produced by an electric charge which
moves uniformly with velocity . To this end we need fist to understand how electromagnetic fields
transform under Lorentz transformations.

7.1.1 Lorentz transformations of electromagnetic field

First we consider the 4-potential A¥*. Under Lorentz transformations of space-time coordinates, A*

transforms as a vector:
A () = AP AV (z).

Recall that the matrix A of a Lorentz transformation from a stationary to a moving with velocity
frame is of the form

a =4yt
A= ( i Tk ) , (IL7.1)

where A;; = 0;5 + a—l v;v; and a =

e e
frame are
a o — (A-zv)
¢ =ap——(v-A) = =,
c2
U PN -,
. . o g 1 .
A= oy Ardow- A =A- Ly | T4
C v2 2 172
s\
C (&
where we adopted a concise notation d = %31, Now we come to the electromagnetic field (E, H).

It is important to realize that components of the electromagnetic field transform as components of
the second rank tensor! Namely, one has

F (o)) = AEAYFPT (x).
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For E; one therefore gets
B, = F™ = ALASF" = AJAYFOF 4 ALASF™ 4+ ALAOFR

(AL — DAL L + ALY ey E)
2
= a(dix + dvivk)Ex — %UiUkEk — (6ir + dUiUk)%'Uj(*ﬁkijm)

= aE 4= o By 4+ ° H,
= a i+(a fc—Q)vi(v' )+Zfijmﬂj m .

The final formula reads as

R a, _, =
El =aE; — 2 v (V- E) + E(U X H); .
Now we come to the magnetic field. We have
H, = —%eka”k = — e (M AR O £ AJASF™ + A AR F™)

= —%e”k(AgAfL — AIAGYFO" — Zeijp A AL F™
We proceed by substituting the matrix elements of A:

, 1 a a

H; = geijk( Y (Onk + dvnvr) + Evk(énj + dvnvj))En
1

5isk ((5mj + dvmv; ) (Onk + Unvk))an .

Making use of the formula for the pairing of two e-tensors in the second line of the last formula, we
arrive at

H = 2B+ Hi- g((amaks G5B )en Hy + (Sim s — 5is5jm)ujvmﬂs)
= H - %eijnvjEn + d(Hv? — (5 H)) (I1.7.2)
The final expression is
H! = aH; — “v’glvi(ﬁ- ) - %(ﬁx B);.

We summarize the transformation formulae

a “— . (I1.7.3)
A=A——pi+ 3 (v A)
and 1
B =aB - 45 E)+ 2 x H),
a“_ . Ca (11.7.4)
H =aH — 2 "’(17-H)72(6><E).
The inverse transformations are
p=ap + (- A),
(I1.7.5)
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and

. , —1 . .
E=af - 5w B) - L x H),
v &
(I1.7.6)
. . ~1 . .
H=af - 5@ -B)+2(5x E).
v &

This completes our discussion of the transformation properties of the 4-potential and the electro-
magnetic field under Lorentz transformations.

From the electric and magnetic fields one can make invariants, i.e. objects that remain unchanged
under Lorentz transformations. In terms of the tensor of the electromagnetic field two such invariants
are

F, F'" =inv; (I1.7.7)
P E, Fpe =inv. (I1.7.8)

7.1.2 Uniformly moving charge — no radiation

The Lorentz transformation of Z is

In what follows we need to know z'2. We compute

2 2 2 2,0 (a—1)7% R a—1, .9 R
% = 2’ +adv’t +T(’U )" — 2a(VT)t + 2 2 (%) — 2a(a — 1)(UZ)t
Sn2
2, 2202  (UD) 2 2/
= z°+a vt +7<(a71) +2(a71)+171>72a (UZ)t
2 2 2,2 02*1-‘-,2 2 /= 2 2 2,2 a’ -2 2 /=
= ' +a vt + 2 (V%) — 2a"(0Z)t = 2" + a”v°t +§(U) — 2a”(02)t,
2 2
since “vgl = 2. Then, we proceed as follows
2
2?2 = 2% = 20D)t + 0 +(a® — D)0 — 20Dt + 2 — 2?) + o (U7)?
— c
2 21)2 2 a? 2 2 2
= (F—-9t)"+a C—2(x—vt) —C—Q(vaz — (72)%)
2 2
S =2 2V a 2 2 S0 2
= (&—0t) (1+a g)—c—z(vx — (72)%)
2
Thus,
2 2 s @ 5, 2 2 s @ 2
' = a*(¥ — Ut) —0—2(1}33 — (U2)%) = a*(Z — 0t) —C—2(v><x) .

We further note that in the vector product ¥ X £ one can replace & for ¥ — vt without changing the
result. The final answer we need reads as

2
? = ad*(Z — 0t)* - a

% — (@) = a? ()~ X T - 7).

c2

Since in the moving frame H = 0, the electric and magnetic fields in the stationary frame are

L L oa-1 . - L oa—1 .
E=aF - "5 B) - Lx H)=aE' - " ~5(5- ),
v C v
[ a71ﬂ(ﬂ 4 S ) - O B (11.7.9)
=aH — v(U - —(v =—(v
V2 c c ’



The electric field is E' = e%. Thus, we compute

. -1 -1
B = £ <af—a2m+ M17(17*) 4

e 2 02

17((17*) —av*t+ (a— 1)(5*))) = 2@ -,
x

which upon substituting z’ results into a very simple formula

e(x — t)

3/2 "
a2 ((:z — )2 - L(Fx T — m)z)

E(Z,t) =

We recall that in the last formula (#,¢) is a (observation) point in a stationary frame where the field
E(Z,t) is measured and R = ¥ — ¥t is vector from the charge to the observation point. Note that

E is collinear to R. Introducing an angle 6 between velocity ¥ (the direction of motion) and R, the
last formula can be written as

As to the magnetic field, one gets

. a, e [, .
H:fvx—/:,)(x—avt—i—
c T

Obviously, the last expression can be written as

. 1 .
H(Zt)=-UXx FE.
c
The corresponding energy flux is
S(#t) = B x = —Fx(Bx®)=—FE - BE-v)
T Ar C An vr= 4 v v

A charge moving with a uniform velocity is not radiating energy. It is not radiating energy in the
rest frame, and, therefore, the same must hold in any other inertial frame.

7.2 Fields of an arbitrary moving charge

The charge distribution in space and time of a single point-like charge is given by
(#,t) = ed(F=7(t),
| (Z,t) = edd (Z—T(1)) .

Here 7 is the position of the observer, 7 (t) is the trajectory of the charge and ¥ = 7 (t), its velocity.
The potential then reads

5 (t’ 4 = —t>
o (7,1) = / " 5@ — () it (I1.7.10)

Let us take @ = 7(t'), because only then the integrand is non-zero. Then eq.(IL.7.10) can be
integrated over ' and we get

I i G
o (7,1) = e/ ' (t M t) ' . (IL7.11)



Take f (') =t' + WLC(”' —tanduse § (f (z)) = %, where f’ (x) is evaluated at the point were

f(x) =0, ie. at t’ which solves t' + lz=r()] _ t=0

c

df (¢) (7 —7(

1 .

—

In the last equation we have used the fact that B = # — 7#(¢') and @ = (). The potential then
becomes

e 1 e
o (Zt) == i —— . (I1.7.12)
R. R-U
Ri- %7 R-HEZ
We can use the same line of reasoning to show
Aan=—"2Y__. (IL7.13)
(R E9)

The formulae ([1.7.12)) and ([1.7.13)) are the Liénard- Wiechert potentials. Let us compute the corre-
sponding electric and magnetic fields.

‘We have
Fo_ oA o
- c Ot i
H = rotA.

Moreover, R(t) is given by the difference in the times ¢ and ¢’ with an overall factor of ¢

R(t)=c(t—1t").

Therefore,
OR(t') OR(t') ot R-vot ot
(t') _orR()ot' _ R-vor' _ (Ot (11.7.14)
ot ot’ ot R 0t ot
From this relation, it follows that
o’ 1
o 1- 2

Analogously, one can also start from the expressions R(t') = c(t — t’) and ¢’ = t'(t, ), such that

- - - 1 1
VR (t')=—cVt' = V' = —=VR (t') = - =V, |# — 7 (¢ (Z,1))]
c c
1 (R N 8R€t’
¢\ R ot ’
- ity QR i ious res i
where one can again identify 5t with the previous result from (II.7.14)) and finally obtain
Vit —— and VR = ——
c (R Rc.v) R— R

Now we have all the necessary ingredients, which we can use to find E and ﬁ, i.e. to obtain the Liénard-Wiechert fields.

First let’s calculate the quantity Ve,

—e R-w
Ve = —— V(R — ).
(R — R:'U)z c
The first term is
VR = —cVt

and we can rewrite the second term by using of the vector identities

V(R-%)=(R-V)T+(7-V)R+ R x (VX3 +7x(VxR).
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Now we have to calculate these quantities one at a time. A difficult quantity is
(T-VYR = (T-V)Z—(7-V)F{).

Switching to index notation hugely simplifies this
Vi, Om R =

Vm OmTi — Um OmTi
’
VmOmi — UmViOmt

’
Vi — ViVmOmt v;.

= v;0,t’. Going back to vector notation

Here I have used that 0,,r; = dd;jn = Z:? di";
(T-V)R = o—(7-Vt)7
Similarly
(R-V)o = (R-Vtv
Now we calculate
(VX70); = e€jrdjor
= eijkajt/’[)k
= (V") x D),
VXR=VXxZ-Vxi=—(Vt)x7v

and similarly

Now use an identity A x (B x C) = B(A-C) — C(A - B), and we finally get
V(R-%) =0+ Vt'(R-7—v?).

Substituting all the quantities finally gives
" Lo R.-v
th:% —R(cZ—'uz-l-R‘ﬁ)-‘rcﬁ(R— U) .
c2(R — R-v )3 c
c
A similar (but a little bit easier) exercise for ‘é—‘f gives
dA R-7 . TR .
aa ¢ [(R-Z @R o)+ LB+ B-D) ).
dt c¢(R — B)3 c
Putting these together we obtain
i © (- Bya-Ly+ L@ oo -
= — - — - — — -U) — v
(R — E:5)3 c c? c?

By using R? = R - R and again the relation A x (B x C) = B(A-C) — (A - B) we now find

e . ¥R v? 15 L, R¥. .

——— (=)0 - )+ S(Ex (B- =) x ).
)'5 C C C C

Po— _
(R—£F
For the magnetic field we use
_, - 1 1
H=VXxA=-VX(pt)=—-(p(V X7+ (Vp) x7).
c c
Substituting the quantities gives
. R e TR v? 1 P
H = —=x — -——)1 - — — (—R"7
R (RfRZ"?)B(( c ) 02)+02( v)

We see that we almost have the electric field (from the equation just above the final result for E), but we are missing the
- 2 o o . - -
quantities R(1 — :—2) and = R(R - ¥). However, the cross product with these quantities will vanish, since R x R = 0, and

therefore we can simply add these quantities. We finally have

H=-xE.

f=v] =
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To summarize, the Liénard-Wiechert fields are given by the following expressions

1
/N
=
I

n‘d
| o
N—
/~

R=IR)  fx (R 2R)x )

+
~ 3 = 3
R.¢ 2 R
(R - TU) ¢ (R - T“)
Notice that in the last equation the first term only depends on the velocity of the moving particle
and is proportional to # (short distance), whereas the second term depends on acceleration and
1

is proportional to & providing, therefore, the long-distance dominating contribution, the so-called

wave-zone. Note also that flux is proportional to E? hence is also proportional to % Therefore,

/EQdV ~ / %deﬁ = 4,

which is a constant flux of E at large distances. It is worth stressing that there is no energy
(radiation) coming from a charge moving at a constant velocity, because we can always choose a
frame where it is stationary, hence H = 0 = E - H = 0, consequently it cannot emit energy.

7.3 Dipole radiation

Field of a neutral system is expressed with the help of the so-called electric moment given in its
discretized form as

d=>"eR;, (I1.7.15)

=1

where e; is the magnitude of a charge at some distance R; taken from an arbitrary point, in this
case chosen to be the origin. For a neutral system we require that

N
Zei =0.
i=1

Note that for such a system, electric moment does not depend on the choice of the origin of the
reference frame, i.e. shifting all R; — R; — a gives

N

N N N
a — E ei(Ri—&’): E eiRi—(i’E €; = E eiRi:d.
i=1 =1 i=1

i=1

Let us now consider a neutral system of moving charges. From diagram using Pythagorean
theorem and assuming that | < Ry, [ being the characteristic size, we ge

V(Bo-R) =B 2R Bt B2~

_’._'/ _'._', _’._’/
R%(lQROHR)zRO(lROHR)RORO T

R

Q

R B3

'Here R = (', 4/, 2').
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P(x,y,z)

Figure 7.1: A diagrammatic representation of a dipole

By using (I1.6.25)), we then find the retarded scalar potential

Y = /,0($/,75R—I§>d3 I
B PRI N ¥ R WTAE
- Ro Ry ORy Ry

Ry 9 1 [ 4,5 (,. Ro
= 2.~ — [a&'R t— =
RO 8R0R0/ . AT C ’

where the first term vanishes because it is proportional the complete charge of the system, which

we have set to zero, by defining the system to be neutral. In the remaining term we will write the

integral as d ( - %), the electric moment at time ¢t — %7 which is just a continuous version of

(TT.7.15)
cf(t - 1?) - /d%’ﬁ’p (x’,t - ]io) : (I1.7.16)
Thereforeﬂ
_ R adit=9)
Y = "R'OR R
Further, we find
_d(t—B) ~=l 1. - d-R 1_ -
dIVT = dvE—FRled——F—FEdIVCZ,

2To simplify our further treatment, the have changed the notation Ry — R.
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divd — D0 OR (Rad> ,

ox? OR Ox* R OR
so that
Q- B R od
wit-% _ df Rod
R R3 RZOR
On the other hand,
IR Rod
TR T R2OR
Thus,
d(t— %)
d C
iv 7

Here divergence is taken over coordinates of the point P (z,y, z) where the observer is located. Using
expression ([[1.6.26)), the vector potential becomes

C

R

- e ,[;W,t_}?)_éoﬁ, 0 7t )
I R, ORo  Ro

],

First integral can also be expressed via electric moment, which can be achieved by using the conti-

nuity equation
0 R - R
pria (az’,t— 0) = —div’ j (a:’,t - 0) )
¢ c

Multiplying both sides of this equation by time independent R , integrating over entire space and
using the definition (II.7.16)), we can then state that

0 (t - RO) =— /dSI/RIdiV/j(I/,t — R0> .
at? c ¢

To proceed, let us sidetrack and consider an arbitrary unit vector @, i.e. |G| = 1. Then
(@/)dvj = div(j@R)) -7 v'(@R)
— div (]’(a’ﬁ’)) _7-a,

where the last step follows from @ being a constant and V'R’ = 1. Based on that we can write

0 - R o= - R

G- —d(t——2) = —/d%’div' (j(d’R’)) +d’-/d3m’j 2 t— 2.

ot c c

Since currents do not leave the volume V', we find that

/ 432’ div’ [5‘ (aﬁ/)] - ?{ (aR') jndS = 0

as the normal component j, of the current vanishes (all currents never leave the integration volume

V). This gives
0 3 0
o 2o Y g [y (e oY,
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Since the last relation is valid for any unit vector @, we obtain that
0 - R - R
“d(t-=2 :/d?’x’j 2 t— 2.
ot c c

- 1 0~ R

We see that both the scalar and the vector potential of any arbitrary neutral system on large
distances are defined via the electric moment of this system.

Therefore, we arrive at?]

The simplest system of this type is a dipole, i.e. two opposite electric charges separated by a
certain distance from each other. A dipole whose moment d changes in time is called an oscillator
(or a vibrator).

Radiation of an oscillator plays an important role in the electromagnetic theory (radiotelegraphic
antennae, radiating bodies, proton-electron systems, etc.). To advance our investigation of a dipole,
let us introduce the Hertz vector

. dt—E
It is interesting to see that
S o 1 2P
AP(t,R) = V?P(t,R)= — — .
(t, R) R =55
This can be derived as follows. First, we notice that
95 _ _L10Ry 10d0R_ x5 x 0d
oz N R2 9z cROt 0r  R3 cR? ot’
since ‘?)—5 = . Differentiating once again, we get
2 1 - 2%~ 3220d 1 od 1 228%d
Ay S S S R L
ox? R3 R5 cR*Ot CcR%Z2Ot 2R3 0Ot?
so that
23: P s _ 1 od
ox7” AR

which represents the spherically symmetric solution of the wave equation.
Consider the retarded potentials

R 5 o 1P
o(R.t) = —divP(t,R), A(RJ):E%;

The potentials are spherically symmetric, 7.e. they depend on the distance R only. For the electro-
magnetic fields we have

— — 1 8 =g
H = rotA(t) = - < 1otP ;
rot A (t) Catrot (t,R) ;
- 10A(t) -  10°P(t,R) . =
E = T _V@_—C—ZT—levP(t,R)

3Here we again changed the notation Ry — R.
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1 02P (1, R)

¢z Ot?
On the last line the sum of the first two terms is equal to zero by virtue of the wave equation. This
results in

+ V2P (t,R) 4 rot rot P (t, R) .

E =rotrot P (t,R) . (I1.7.18)
Assume that the electric moment changes only its magnitude, but not its direction, i.e.
d(t) = dof (1) -

This is not a restriction because moment d of an arbitrary oscillator can be decomposed into three
mutually orthogonal directions and a field in each direction can be studied separately. Based on this
we have

as rot do = 0. In the spherical coordinate system we compute the corresponding components

Hé, 3} —  Rdysiné,
], - [£],-o
[R,JQ)L —  —Rdysin®.
and getl]]
(rotﬁ)R = (rotﬁ)ezo,
(rot 13)¢ — —dy sinﬁ% (W) - —sin@%P(f,R) .

Since the magnetic field components are the components of the curl of the vector potential, the
latter is written in terms of the Hertz vector (I1.7.17)), where we find

Hr = Hyp=0
Hy = —sin 9% 782; (;}%R)
The components of curl of any vector field @ in spherical coordinates are given by
(rot @), = ﬁ ((,;?9 (sinfagy) — 23;:) ;
(rot @), = RslinH (aaa(f - % (Rsin@a@) ;
(ot @), = % <88R (Rag) — 3;;) .

4Note that P here is the numerical value of the Herz vector P.
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Using these formulae together with equation (I1.7.18)), we also find the components of the electric
field

En — Rslma% {sin@(—sin@) %P(t,R)]
1 90 [., 0P 2cosf OP
- _Rsmeae[sm aaﬁl:_ R OR’
Ey = 7Rslin9 sin@% {R( sin 6) %P(t, R)] =
_ Sin93<Rf9P>.
R oR\"'0R) "’
B, = 0.

From the above expressions we can see that electric and magnetic fields are always perpendicular;
magnetic lines coincide with circles parallel to the equator, while electric field lines are in the meridian
planes. Now let us further assume that

f(t) = coswt = J(t—f) ZG?;JCOSW(t—R>

c

or in a complex form

J(tR> = dye(t=2) (I1.7.19)
c
Then
opP 0 doe“"(t_g) 1 iw(t-n) _ w1 iw(t-8B)
oR aR< R A -
1w
- (24 PRt
(z+)P@n.
and

0 oP 0 WwR 1 iw W R
8R<R8R) = aRK”c>P]<R+CC>P-

Thus, for this particular case we get the following result
w 1 w

Hy = —sinf|{—=+—]P(R,t);

® _ sin (R+C) (R,t) ;

w

1
Er = 2cosf (R2 + cR) P(R,t);

W w?

. 1
Ey = 51n9<R2—|— R —62) P (R,t) .

These are the exact expressions for electromagnetic fields of a harmonic oscillator. They are com-
plicated and we will look more closely only on what happens close and far away from the oscillator.
To do that we will aid ourselves with the concept of a characteristic scale, which is determined by

the competition between

1o @
R ¢ Te X\’

where T" and \ are the period and the wavelength of the electromagnetic wave, respectively.
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Close to the oscillator

By “close to the oscillator" we mean:

R<</\ o 1>>w 2m
el ro—s 2T
2r R c A

i.e. distances from oscillator are smaller than the wavelength. Thus we can simplify

R w 2R
wlt—— | =wt—R— =wt— — ~wt,
c A

c
so that ( R)
d(t—= d(t)
P(t,R)= €L~ .
Using the “close to oscillator condition", fields are determined by the electric moment d (¢) and its
derivative % without retarding
iw . P dw . d(t) 1sin€dd(t)
H¢z?sm9§%?sm9 R o
because iwd (t) = 6%(:), which follows from the particular choice of the time dependence of the

oscillator that we have made in (I1.7.19)). Similarly in this limit the electric field components become
2cosf 2cost

Br = o P="pgd(1);
sin 6 sin 6

At any given moment ¢, this is a field of a static dipole. For the magnetic field we find

1 od ﬁ L
L 0d() xR:iﬁxR.

H= cR3 Ot cR3

Given that this introduced current J obeys JO = 8%5;5)7 this expression gives the magnetic field of a

current element of length ¢. This is known as the Biot-Savart lauP}

Far away from the oscillator

Let us now consider the region far away from the oscillator, i.e. the region where

B> A 1 <Y 2m
— o =<K —=—.
2m R c A

Distances greater than the wavelength are called wave-zone. In this particular limit our field com-

ponents become

W W od(t— 1)
Hy = —C—zstP:—C—QsmH 7 ;
Er = 0;

w2 d t— L&
Eg = —0281n9(RC)ZH¢.

Thus summarizing we get

5Note that E ~ % and H ~ é
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and

2sin 6 R
Ey=Hy = —%docosw <t— c) ,

or

o sm0od (=)
6= e T 2R ot?
This last result is valid for any arbitrary d (t), not necessarily do f (t), because we can always perform

a harmonic Fourier decomposition of any function. Thus in the wave zone the electric and magnetic
fields are equal to each other and vanish as %. Additionally, vectors E, H, and R are perpendicula

Note that the phase of E and H, ie. w (t — %) moves with the speed of light.

Thus, in the wave zone of the oscillator an electromagnetic wave is propagating!

/\:CT:@.
w

This wave propagates in the radial direction, i.e. its phase depends on the distance to the center.

Let us now look at the Poynting vector

S:i [E,ﬁ}':iEH— 1 sin29<82d(tf)>2’

A7 " 4r BR2 ot?

where on the first step we have used the fact that the electric and the magnetic fields are perpen-
dicular. Additionally note that the second derivative with respect to time inside the square is an
acceleration. Energy flux through the sphere of radius R is

2t

/ / SR? sin Ad¢dl =

0 0
2w 2 2

2 92d(t— & Pd(t—L£ -
// 1 sin 9( ( c)) R2SID9d¢d9:2[ ( c) :ldQ
0 0

by

Am 3R2 ot2 3c3 ot? 3c3

For d (t — %) = dy cosw (t — %) the flux for one period is
T

T
_ 2 oy 2 _R _
/Zdt = 3ngow /cos w(t c dt =
0

0

Bu'T  2mddw®  2rd3 (27)°
33 33 3 \A)

The averaged radiation in a unit time is then

T
2 4
(%)= %/Zdt =% <2;> . (11.7.20)

0

Thus, the oscillator continuously radiates energy into surrounding space with average rate (X ) ~
d%/\%. In particular this explains that when transmitting radio signals by telegraphing one should

6Note that E, H and R have completely mismatching components i.e. if one vector has a particular non-zero
component, for the other two this component is zero.
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use waves of relatively short Wavelengthsm (or equivalently high frequencies w). On the other hand,
radiation of low frequency currents is highly suppressed, which explains the effect of the sky appearing
in blue, which is to the high frequency end of the visible lightﬂ spectrum.

Lastly, let us finally focus on the concept of resistance to radiation, which is given by R such
that
(2)=Ra(J?).

d(t-¢)

Recall that we have previously defined J such that it obeys Jl = 2 o

get
T T 2
1 1 op(t—1£)
2 _ = 29 — _— c —
<J>fT/Jdt W/( - dt
0 0
T

- i/dngsirﬂw (t— R> gt — dBw? m  mdiw? _ d3w? .
0

. Using this definition, we

Te? c T w 2y 22

Using the result ([1.7.20)), it is now easy to find R)

g, - b ()20 2 (2m\' 12 (o)’
o3 AN @3\ (22 3\ )

7.4 Applicability of classical electrodynamics

We conclude this section by pointing out the range of applicability of classical electrodynamics.

The energy of the charge distribution in electrodynamics is given by

U= / AV p(z)p(z).

Putting electron at rest, one can assume that the entire energy of the electron coincides with its
electromagnetic energy (electric charge is assumed to be homogeneously distributed over a ball of

the radius r.)
2, ¢
me” ~ —,
Te

where m and e are the mass and the charge of electron. Thus, we can define the classical radius of

electron

62

Te = —=.
mc2

In SI units it reads as r, = ﬁnj; ~ 2.818 - 10715 m . At distances less than r., the classical

electrodynamics is not applicable.

In reality, due to quantum effects the classical electrodynamics fails even at larger distances. The
characteristic scale is the Compton wavelength A, which is the fundamental limitation on measuring

7Generally these range from tens of meters to tens of kilometers.
81n this case charge polarized chemical bonds between the atoms in the particles in the atmosphere act as little
oscillators.
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the position of a particle taking both quantum mechanics and special relativity into account. Its
theoretical value is given by
h
Ae = — ~ 1377, ~ 1073 m,
me

where o = %7 = g—i is the fine structure constant for electromagnetism. The most recent experi-
mental measurement of Compton wavelength (CODATA 2002) is one order of magnitude larger and

is approximately equal to 2.426 - 10~ 12 m.

7.5 Darvin’s Lagrangian

In classical mechanics a system of interacting particles can be described by a proper Lagrangian
which depends on coordinates and velocities of all particles taken at the one and the same moment.
This is possible because in mechanics the speed of propagation of signals is assumed to be infinite.

On the other hand, in electrodynamics field should be considered as an independent entity having
its own degrees of freedom. Therefore, if one has a system of interacting charges (particles) for its
description one should consider a system comprising both these particles and the field. Thus, taking
into account that the propagation speed of interactions is finite, we arrive at the conclusion that the
rigorous description of a system of interacting particles with the help of the Lagrangian depending
on their coordinates and velocities but do not containing degrees of freedom related to the field is
impossible.

However, if velocities v of all the particles are small with respect to the speed of light, then such
a system can be approximately described by some Lagrangian. The introduction of the Lagrangian
function is possible up to the terms of order Z—s This is related to the fact that radiation of
electromagnetic waves by moving charges (that is an appearance of independent field) arises in the

third order of 7 only.

At zero approximation, i.e. by completely neglecting retarding of the potentials, the Lagrangian
for a system of charges has the form

L(O)ZZ%U?—Z%-

i sy i
The second term is the potential energy of non-moving charges.

In order to find higher approximation, we first write the Lagrangian for a charge e; in an external

-,

electromagnetic field (¢, A):

Picking up one of the charges, we determine electromagnetic potentials created by all the other
charges in a point where this charge sits and express them via coordinates and velocities of the
corresponding charges (this can be done only approximately: ¢ can be determined up to the order
Z—z and A up to 2). Substituting the found expressions for the potentials in the previous formula,
we will find the Lagrangian for the whole system.

Consider the retarded potentials

o (¢ =2l )

/,t/ ,
P p(a’,t')

o(z,t) = /d?’m’dt’

177



As before, integrating over ¢’ we get

t) d®z’ e ) /d3 ! .
el / |x—x'| \x—xw

If velocities of all the charges are small in comparison to the speed of light, then the distribution

lz— ZI

of charges does not change much for the time . Thus, the sources can be expanded in series in

r—x
|76‘. we have

t) 10 1 02
gp(m,t)z/d%’%—za d3z’ ()+2—2@/d3x/Rp(t)+

where R = |z — 2’|. Since [d®2’p(t) is a constant charge of the system, we have at leading and
subleading orders the following expression for the scalar potential

1 92
oz, t) = /d3 /p(R) + 22 92 d3z’' Rp(t).

Analogous expansion takes place for the vector potential. Since expression for the vector potential
via the current already contains 1/c and after the substitution in the Lagrangian is multiplied by
another power 1/c, it is enough to keep in the expansion of A the leading term only, i.e.

s 1 pu
A== [da' &=
c/xR

If the field is created by a single charge, we have

_E+182R Q- et
L'D_R 2¢2 0t2 R’

To simplify further treatment, we will make the gauge transformation

/ 1 aX 17

—p—-== A =A+Vy,
LAY VX
where
e OR
X= 2¢c Ot
This gives
, e a,ieUJre—»@R
TR cR ot
Here VaR gtv Rand V,R = %? = 71, where 7 is the unit vector directed from the charge to the

observatlon point. Thus,
A"_iﬁ_Fig E _664'_6 R R'R _iﬁ_Fi j_@
~¢cR  2c0t\ R cR R R*) ¢R 22\ R R
Finally, since R? = R2, we find RR = R - B—=—FR. In this way we find

e o e[v+ (@)l
¥~ R A= 2R '



If the field is created by several charges then this expression must be summed for all the charges.

Now substituting the potentials created by all the other charges into the Lagrangian for a given
charge e; we obtain

miv? 1miv§1 €ir, L N,
Li=—"+35"a2 ey S 262 ﬁj[(vi'Uj)+(vi'nij)(vj'nij)]-

i#i i
Here we have also expanded the relativistic Lagrangian for the point particle up to the order Z—z
From this expression we can find the total Lagrangian

2 yd . o
I— Z m;v; " Z mﬂ;, _ Z @ + Z 6126;“ [(772. L T;) + (T - 1) (T .ﬁij)] )
—~ 2 —~ 8¢ ‘2274

— T
1> Y

This Lagrangian was obtained by Darvin in 1922 and it expresses an effect of electromagnetic
interaction between charges up to the second order in 2.

It is interesting to find out what happens if we expand the potential further. For the scalar
potential at third order in 1/¢ and for the vector potential at second order in 1/c one finds

1 03 - 10
@B _-_ - Y 3.1 p2 2 _ _ = 3.7
14 6038t3/dme’ 4 c2at/d

Performing a gauge transformation

—p- - A=A
e VX

1 2
9 /d3 /R2p7

with

X= 762 02

we transform (3 into zero. The new vector potential will take the form

— 10
A(Q) — _77/3/_77 /3/ 2
ey d°x'j 623t2v d’x’ R°p

I N S L

= ‘cﬁa/dwf‘g?@/dff‘zp—

- ! eﬁ—lé?z/d?’x’ (Ry — 7) ——Zev (I1.7.21)
2 3c2 Ot2 0 r= ' o

In the last formula we pass to the discrete distribution of charges. This potential leads to a vanishing
magnetic field H = rot ;A (?), as curl is taken with respect to the coordinates x of observation point

which A'® does not depend on. For the electric field one finds E= 7121’,(2)/0, so that

where d is the dipole moment of the system. Thus, additional terms of the third order in the
expansion of fields lead to the appearance of additional forces which are not contained in Darvin’s
Lagrangian; these forces do depend on time derivatives of charge accelerations.

Compute the averaged work performed by fields for one unit of time. Each charge experienced a

force F = eE so that
- 2e "

F=c
3c3
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The work produced is

Now one can recognize that the expression of the right hand side of the last formula is nothing else
but the average radiation of the system for one unit of time. Thus, the forces arising at third order
describe the backreaction which radiation causes on charges. These forces are known as bracing by
radiation or Lorentz friction forces.
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7.6 Trigonometric formulae

Some important trigonometric formulae

sin(x +y) = sinzcosytsinycosz

cos(rty) = cosxzcosy Fsinzsiny
+

sinx £siny = ZSinnycosx:;y
z T —

cosT +cosy = 2cos ;—ycos 2y
e e

cosx —cosy = —2sin ysm 2y

7.7 Helmholtz theorem
A vector field can be reconstructed from its curl and divergence. More precisely, the Helmholtz
theorem takes place.

The Helmholtz theorem. An arbitrary vector field fY(f) can always be decomposed into the sum
of two vector fields: one with zero divergence and one with zero curl,

/TZA’L-F/TH,

where L L
V'ALZO, VXAH:O

An explicit representation of special interest is

v A( ’ =
H =% L [ar A0 g1 [, A,
7

This representation expresses the vector field via its curl and divergence.
Here is the proof. Suppose g(f) is a vector for which its divergence and its curl are known, that is
V- A=f, VxA=K, (II1.7.1)

where a function f and a vector K are given. The question is how to reconstruct from this data the
field A. This can be done as follows. We take the curl of the second equation in (II1.7.1]) and obtain

Vx(VxA)=VxK.
Now for the left hand side we apply the known formula V x (V x A) = V(V - A) — AA, so that
V(V-A)—AA=Vf-AA=VxK.

From here we get the Poisson equation for each component of A

Affzﬁf—ﬁXI?z—@T

An 47

This equation has a unique solution given by

=/ (= NI IE-4
A_'(f): 1 \/d3x/V XK(LL‘) 1 /d?’x/v (1‘)
X

ar |Z—&| Ar
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Further, we integrate the derlvatlves by parts, omit the boundary termsﬂ and then replace the
gradient V'’ taken with respect to &' by V taken with respect to T

- 1 1 - 1 = 1
A(Z) = d3 / K(# - d3 A/ =/
DT w V(f—m)x @5z 29 ()
> )
— iﬁx/d?)z/ {{( - /d3 /_-}f -
47 |7 — 2| d

Now we can substitute here the expressions (III.7.1) and obtain the statement of the Helmholtz
theorem

/ —»/ / " —'/
A#) = %ﬁ X /d3 VA 6/d3 ,vq z) (I11.7.2)

NEEEN -

7.8 Tensors

Many geometric and physical quantities can be described only as a set of functions depending on a

chosen coordinate system (x!,...,2™). The representation of these quantities may drastically change
if another coordinate system is chosen (z!,...,2"):
A A CA L i=1,...,n

Vectors
Consider, for instance, a velocity vector along a given curve z/ = 2z/(t). In z-coordinates the
components of the velocity vector are

dzt dz"

— =)= ™).

dt dt

In the other coordinate system we will have
da? dx™ 1 n
(dt7adt>_(€aa§)

do' a2
dt — £~ 9z dt ’
j=1

Obviously,

Therefore, for the components of the velocity vector one finds

277 0z

Here ¢° are components of the vector in coordinates (z@,...,2") at a given point, while 1’ are
components of the vector in coordinates (z!,...,2") at the same point.

Co-vectors

Consider the gradient of a function f(z1!,...,2"):

) )
Vf= <(%fl,...,af> (€1,...,&,).

9We assume that they vanish as the boundary tends to infinity.

183



In z-coordinates one has

af of
Vf: ((‘32“’82”) :(7717"'77771)'

Obviously,
of " Of 0x7 oz?

0 = 92 02 K

& -

To compare vector and co-vector transformation laws, let us introduce the Jacobi matrix A with
elements A; = g—:;. It is convenient to think about a vector as being a column and about a co-vector
as being a row, i.e. transposed column. Then we have

Velocity vector & = An,
Gradient nt =¢'A.

After taking transposition of the second line, we get

Velocity vector & = An,
Gradient n = A'€.

This clearly shows that vectors and co-vectors have different transformation laws.

Metric

Recall that the length of a curve is the length of the velocity vector integrated over time. Therefore,
in order for the length to be an invariant quantity, that is not to depend on a choice of the coordinate
system, the square of the length of the velocity vector

|U|2 = gij'gifj
should be independent of the coordinates chosen. This requirement together with the transformation

law for vectors leads to the following transformation law for the metric under general coordinate
transformation U
0x" Ox - -
/ _ el i
Metric constitutes an example of a second rank tensor (it has two indices) with two lower indices,
both of them transforming in the co-vector fashion.

These examples of tensorial objects can be continued. For instance, a linear operator Ag represents
an example of a tensor with one index up and another index down signifying that under general
coordinate transformations the index j transforms in the same way as the index of a vector, while ¢
transforms in the same way as the index of a co-vector.

Tensor fields

Let us associate to each point x of space-time a collection of numbers encoded into an object (tensor)
J1..3
in the co-vector one. This object is called a tensor field of (p, q)-type if under a transformation of

coordinates x*: zt — x'*(x"), it transforms as followﬂ

amlul ax/ltp ampl aqu
/1. p / )\1...)\p
¢ ey (@) = gz 9z ozt Balva ¢ pr-py ()

10T here is a simple rule to memorise the appearance of primed and unprimed indices in the tensor transformation
rule. Assuming that all indices on the left hand side of the tensor transformation formula are ‘primed’, the ‘primed’
coordinates corresponding to these primed indices must appear on the right hand side and in the same position.
Notationally we keep sets of upper and lower indices shifted with respect to each other to prevent possible confusion
on their position under lowering or raising, respectively.

(z) with p upper indices transforming in the vector fashion and ¢ lower indices transforming
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Here tensor indices are acted with the matrices %”;/f which form a group GL(d, R). This is a group of
all invertible real d x d matrices. Further restrictions on possible transformations of coordinates can
be imposed by physical requirements. For instance, Galilean covariance restricts general coordinate
transformations to that of the rotation group. Analogously, Einstein relativity principle allows only
for Lorentz transformations. In this case one speaks about tensors on the rotation group, Lorentz
group, etc.

The simplest example is a scalar field that does not carry any indices. Its transformation law under
coordinate transformations is ¢’ (') = ¢(x). We stress that a point with coordinates x in the original
frame and a point with coordinates 2’ in the transformed frame is the one and the same geometric
point.

Properties of the Levi-Civita tensor

5km (;im 5lm
€Lil€mpq — 5kp 57Jp 5lp . (11173)
5kq 5iq 5lq
Single sum over repeated index i
€ijk€imn = 5jm6kn - 6jn6km . (11174)

7.9 Functional derivative

Let F[f] be a functional and 7 is a differentiable function. The functional derivative §F = 5 f(m) is
a distribution defined for a test function 7 as

_d
(0F,m) = lim —F[f + en] .

Consider for instance the following functional
1 i
Flz(t)] = 5 /dtgij(x(t))xzzj .

Here g;;() is a metric on a smooth n-dimensional manifold M™ which has local coordinates z*(t).
Then

d1 . N ,
o odig o
(5F.) = lm s / At g3y (a(0) + en) (i + i) (&7 + i)
_ hm—f dt g + iy Hxaﬂ +2eitip ...
e—0 de 2 ” 8 k

d 10¢ij .;.:1 &
= dt [ i Z 29 s 'J} k-
/ dt(gkx)Jrankwx 7
Thus, for the corresponding variational derivative we find

5F d 19gi ;.. d 1dg;
SR d(.‘]zk )+§ﬁxx]:—a(gm) = ik +23111x$

Vanishing of this functional derivative gives an extremality condition for the corresponding func-
tional, which is nothing else but the geodesic equation

i+ TRt =0,
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where

i1 ij(agjk gt 3gkz)
N T R
is the Christoffel symbol.

Note that a function itself, i.e. u(z), can be considered as the functional
u(z) = /da: u(y)d(z —y).
From this one can deduce the functional derivative

du(z) .

7.10 Introduction to Lie groups and Lie algebras

To introduce a concept of a Lie group we need two notions: the notion of a group and the notion of

a smooth manifold.

Definition of a group. A set of elements G is called a group if it is endowed with two operations:
for any pair g and h from G there is a third element from G which is called the product gh, for any
element g € G there is the inverse element g—! € G. The following properties must be satisfied

e (fg)h = f(gh)
e there exists an identity element I € G such that Ilg =gl =g

o g9 ' =1

Definition of a smooth manifold. Now we introduce the notion of a differentiable manifold. Any
set of points is called a differentiable manifold if it is supplied with the following structure

e M is a union: M = U,U,, where U, is homeomorphic (i.e. a continuous one-to-one map) to

the n-dimensional Euclidean space

e Any U, is supplied with coordinates z¢ called the local coordinates. The regions U, are called

coordinate charts.

e any intersection U, N U, if it is not empty, is also a region of the Euclidean space where two
coordinate systems zg and zj are defined. It is required that any of these two coordinate

systems is expressible via the other by a differentiable map:

T, = x?(xé,---xg), a=1,--'n

al = xy(xp, ), a=1,---n
Then the Jacobian det (ZZ‘; ) is different from zero. The functions ([II.7.5

q

(I11.7.5)

are called transition

unclions irom coordinates @ O I, and vice versa. a € transition runctions are mmmnnitely
tions f dinates 22 to & and vi If all the transition functi infinitel

q

differentiable (i.e. have all partial derivatives) the corresponding manifold is called smooth.

Definition of a Lie group: A smooth manifold G of dimension n is called a Lie group if G is
supplied with the structure of a group (multiplication and inversion) which is compatible with the
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structure of a smooth manifold, i.e., the group operations are smooth. In other words, a Lie group
is a group which is simultaneously a smooth manifold and the group operations are smooth.

The list of basic matrix Lie groups

e The group of n x n invertible matrices with complex or real matrix elements:

A=al, detA #£0

It is called the general linear group GL(n,C) or GL(n,R). Consider for instance GL(n,R).
Product of two invertible matrices is an invertible matrix is invertible; an invertible matrix has
its inverse. Thus, GL(n,R) is a group. Condition detA # 0 defines a domain in the space of
all matrices M(n,R) which is a linear space of dimension n?. Thus, the general linear group
is a domain in the linear space R™*. Coordinates in M (n,R) are the matrix elements a{ .IFA
and B are two matrices then their product C' = AB has the form

¢ = akv]

7

It follows from this formula that the coordinates of the product of two matrices is expressible
via their individual coordinates with the help of smooth functions (polynomials). In other
words, the group operation which is the map

GL(n,R) x GL(n,R) — GL(n,R)

is smooth. Matrix elements of the inverse matrix are expressible via the matrix elements of
the original matrix as no-where singular rational functions (since detA # 0) which also defines
a smooth mapping. Thus, the general Lie group is a Lie group.

e Special linear group SL(n,R) or SL(n,C) is a group of real or complex matrices satisfying the
condition
detA =1.

e Special orthogonal group SO(n,R) or SO(n,C) is a group or real or complex matrices satisfying
the conditions
AA' =T, detA=1.

e Pseudo-orthogonal groups SO(p,q). Let g will be pseudo-Euclidean metric in the space Ry,
with p + ¢ = n. The group SO(p, q) is the group of real matrices which preserve the form g:

AgAt =g, detA=1.
e Unitary group U(n) — the group of unitary n X n matrices:
UUt =1.
e Special unitary group SU(n) — the group of unitary n x n matrices with the unit determinant
Ut =1, detU = 1.

e Pseudo-unitary group U(p, q):
AgAT =g,

where g is the pseudo-Euclidean metric. Special pseudo-unitary group requires in addition the
unit determinant detA = 1.
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e Symplectic group Sp(2n,R) or Sp(2n,C) is a group or real or complex matrices satisfying the
condition
AJAt =]

=(50)

Question to the class: What are the eigenvalues of J? Answer:

where J is 2n x 2n matrix

and I is n X n unit matrix.

J:diag(L...i; . ,—i).

Thus, the group Sp(2n) is really different from SO(2n)!

The powerful tool in the theory of Lie groups are the Lie algebras. Let us see how they arise by
using as an example SO(3). Let A be “close" to the identity matrix

A=1T+ea
is an orthogonal matrix A* = A~!. Therefore,
I+ea' =0+ea)t =1—ca+ea®+---

From here a' = —a. The space of matrices a such that a’ = —a is denoted as so(3) and called the
Lie algebra of the Lie group SO(3). The properties of this Lie algebra: so(3) is a linear space, in
s0(3) the commutator is defined: if a,b € so(3) then [a,b] also belongs to so(3). A linear space of
matrices is called a Lie algebra if the commutator does not lead out of this space. Commutator of
matrices naturally arises from the commutator in the group:

ABA™'B™! = (I+ea)(I+eb)(IT+ea) *(T+eb) ™t
= (I+ea)T+eb)I—ea+e®a®+---)T—eb+eb? +---) =
= I+ela+b—a—0b)+e(ab—a® —ab—ba—b>+ab+a’+b*) +--- =
T4 e*[a,b] +---
The algebra and the Lie group in our example are related as

expazZ%erSO(S)

n=0

Exponential of matrix. The exponent exp a of the matrix a is the sum of the following series

o0
am
expa = E —.
m!
m=0

This series shares the properties of the usual exponential function, in particular it is convergent for
any matrix A. The following obvious properties are

e If matrices X and Y commute then

exp(X +Y) =exp(X)exp(Y)
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e The matrix A = exp X is invertible and A~! = exp(—X).
e exp(X?) = (exp X)t .

Definition of a Lie algebra: A linear vector space J (over a field R or C) supplied with the
multiplication operation (this operation is called the commutator) [£,n] for £,n € J is called a Lie
algebra if the following properties are satisfied

1. The commutator [£,7)] is a bilinear operation, i.e.
(181 + s, Bim + Bamz]| = a1 B1[€1, m] + azBil€e, m] + a1 Bal€1, m2] + a2 B2[E2, m2]

2. The commutator is skew-symmetric: [£,7n] = —[n, ]

3. The Jacobi identity
(1€, m) ¢+ [In: <1, €] + [[C.€lim] =0

Let J be a Lie algebra of dimension n. Choose a basis e, - ,e, € J. We have
lei, €] = ijek
The numbers ij are called structure constants of the Lie algebra. Upon changing the basis these
structure constants change as the tensor quantity. Let ¢} = A’e; and [¢}, e}] = Cj¥e} then
C{?Azlem = Aj Ajler, es] = AT A;C e

Thus, the structure constants in the new basis are related to the constants in the original basis as

ClF = ATASCIL(AT)), (I11.7.6)

m

Skew-symmetry and the Jacobi identity for the commutator imply that the tensor ij defines the
Lie algebra if and only if
Ch =-C, cct, =0.

ij pli~ jk] =

Classify all Lie algebras means in fact to find all solutions of these equations modulo the equivalence

relation ([I1.7.6)).

Ezample. The Lie algebra so(3,R) of the Lie group SO(3,R). It consists of 3 x 3 skew-symmetric
matrices. We can introduce a basis in the space of these matrices

0

0 0 0
Xi=(00 1], Xo=| o0
0 1

0 1 0
00|, Xy=|[1
0 -10 0 0

In this basis the Lie algebra relations take the form
(X1, Xo] = X3,  [Xo, X3] = Xy, (X3, X1] = Xo.

These three relation can be encoded into one

[Xi,Xj} = Eiijk .
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Ezample. The Lie algebra su(2) of the Lie group SU(2). It consists of 2 x 2 skew-symmetric matrices.
The basis can be constructed with the help of the so-called Pauli matrices o;

0 1 0 —i 1 0
(Vo) e (0F) e b))

These matrices satisfy the relations
[O’i,o’j] :2i€ijk0'lc7 {O’i,o’j} = 2(5”
If we introduce X; = —%ai which are three linearly independent anti-hermitian matrices then the
su(2) Lie algebra relations read
(X, X;] = €ijn Xk
Note that the structure constants are real! Comparing with the previous example we see that the
Lie algebra su(2) is isomorphic to that of so(3,R):

su(2) =~ so(3,R).

With every matrix group we considered above one can associate the corresponding matrix Lie
algebra. The vector space of this Lie algebra is the tangent space at the identity element of the
group. For this case the operation “commutator" is the usual matrix commutator. The tangent space
to a Lie group at the identity element naturally appears in this discussion. To understand why let
us return to the case of the Lie group GL(n,R). Consider a one-parameter curve A(t) € GL(n,R),
i.e, a family of matrices A(t) from GL(n,R) which depend on the parameter ¢. Let this curve to
pass though the identity at ¢ = 0, i.e., A(0) = I. Then the tangent vector (the velocity vector!)
at t = 0 is the matrix A(t)|t:0. Other way around, let X be an arbitrary matrix. Then the curve
A(t) =14 tX for t sufficiently closed to zero lies in GL(n,R). It is clear that

A0)=1, A(0)=X.

In this way we demonstrated that the space of vectors which are tangent to the group GL(n,R) at
the identity coincide with the space of all n x n matrices. This example of GL(n,R) demonstrates a
universal connection between Lie group G and its Lie algebra: The tangent space to G at the identity
element is the Lie algebra w.r.t. to the commutator. This Lie algebra is called the Lie algebra of the
group G.

Exercise to do in the class: making infinitesimal expansion of a group element close to the identity
compute the Lie algebras for the classical matrix groups discussed above. The answer is the following
list:

The list of basic matriz Lie algebras

e The general Lie group GL(n,R) or GL(n,C) has the matrix Lie algebra which is M (n,R) or
M (n,C), where M (n) is the space of all real or complex matrices.

e Special linear group SL(n,R) or SL(n,C) has the Lie algebra sl(n,R) or sl(n,C) which coin-
cides with the space of all real or complex matrices with zero trace.

e Special orthogonal group SO(n,R) or SO(n,C) has the Lie algebra so(n,R) or so(n,C) which
are real or complex matrices satisfying the condition

X'=-X.
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Pseudo-orthogonal group SO(p,q) has the Lie algebra which is the algebra of matrices X
satisfying the condition
Xg+gX'=0.

We see that if we introduce the matrix u = X g then the relation defining the Lie algebra reads
u+ut =0.

Thus, the matrix u is skew-symmetric 4! +u = 0. This map establishes the isomorphism
between so(p, ¢) and the space of all skew-symmetric matrices.

Unitary group U(n) has the Lie algebra which is the space of all anti-hermitian matrices

xt=—Xx.

Special unitary group SU(n) has the Lie algebra which is the space of all anti-hermitian
matrices with zero trace
Xt=—Xx, trX =0.

Pseudo-unitary group U(p, q) has the Lie algebra which is the space of all matrices obeying
the relation
Xg+gXT=0.

The space u(p, ¢) is isomorphic to the space of anti-hermitian matrices. The isomorphism is
established by the formula © = X ¢. Finally the Lie algebra of the special pseudo-unitary group
is defined by further requirement of vanishing trace for X.

The symplectic group Sp(2n,R) or Sp(2n,C) has the Lie algebra which comprises all is the is
a group or real or complex matrices satisfying the condition

XJ+JXt=0

= (5)

where J is 2n x 2n matrix

and I is n X n unit matrix.

Linear representations of Lie groups Consider an action of a Lie group a n-dimensional vector
space R™. This action is called a linear representation of Lie group G on R" if for any g € G the

p: g—pg)

is a linear operator on R™. In other words, by a linear representation of G on R™ we call the
homomorphism p which maps G into GL(n,R), the group of linear transformations of R™. The
homomorphism means that under this map the group structure is preserved, i.e.

p(g192) = p(g1)p(g2) -

Any Lie group G has a distinguished element — go = I and the tangent space T' at this point.
Transformation

G—G: g — hgh™!
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is called internal automorphism corresponding to an element A € G. This transformation leaves
unity invariant: RIh~' =1 and it transforms the tangent space T into itself:

Ad(h): T —>T.
This map has the following properties:
Ad(h™') = (Adh)~ !, Ad(hihy) = AdhyAdhs .
In other words, the map h — Adh is a linear representation of G:
Ad: G- GL(n,R),

where n is the dimension of the group.

Generally, one-parameter subgroups of a Lie group G are defined as parameterized curves F(t) C G
such that F(0) =1 and F(t; +t2) = F(t1)F(t2) and F(—t) = F(t)~!. As we have already discussed
for matrix groups they have the form

F(t) = exp(At)

where A is an element of the corresponding Lie algebra. In an abstract Lie group G for a curve F'(t)
one defines the t-dependent vector )
F'FeT.

If this curve F'(t) is one-parameter subgroup then this vector does not depend on ¢! Indeed,

dF(t+¢€) dF(e)
de le=0 = F(t)( de )5:0’

ie. F'=F(t)F(0) and F~1(t)F(t) = F(0) = const. Oppositely, for any non-zero a € T there exists
a unique one-parameter subgroup with

F:

F'F=a.

This follows from the theorem about the existence and uniqueness of solutions of usual differential
equations.

It is important to realize that even for the case of matrix Lie groups there are matrices which are
not images of any one-parameter subgroup. The exercise to do in the class: Consider the following
matrix:

_( 2 0 +
g—( 0 3>€GL (2,R),

where GLT(2,R) is a subgroup of GL(2,R) with positive determinant. Show that there does not
exist any real matrix £ such that

egzg.

The answer: it is impossible because since the matrix ¢ is real the eigenvalues A; o of & must be
either real of complex conjugate. The eigenvalues of e¢ are e* and e*2. If \; are real then e > 0.
If \; are complex conjugate then e’ are also complex conjugate.

It is also important to realize that different vectors £ under the exponential map can be mapped on
the one and the same group element. As an example, consider the matrices of the form

10 0 1
c=elo1)e( 5 0)
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where «, 3 € R. Exponent e¢ can be computed by noting that
0 1\°_ (10
-1 0 o 01 )"
10 0 1
§ _ oo .
et =e [(O 1>cos6+(_1 O>Slnﬂ].
It is clear that

a(é?)—l—ﬂ(?é), a(é?)—i—(ﬁ—i—%rk)((l)é)

has the the same image under the exponential map. In the sufficiently small neighbourhood of 0 in
M (n,R) the map exp A is a diffeomorphism. The inverse map is constructed by means of series

Then we have

lnx:(x—]I)—%(m—]l)2+%(m_]1)3_...

for x sufficiently close to the identity.

Linear representation of a Lie algebra. Adjoint representation. Let J be a Lie algebra.
We say that a map
p: J— MnR)

defines a representation of the Lie algebra J is the following equality is satisfied

¢ nl = [p(n), p(¢)]

for any two vectors (,n € J.

Let F(t) be a one-parameter subgroup in G. Then g — FgF~! generates a one-parameter group of

transformations in the Lie algebra
AdF(t): T—T.

The vector -4 AdF(t)];=o lies in the Lie algebra. Let a € T and let F(t) = exp(bt) then

L AdP)]1zg a =

o 4 (exp(bt)a exp(—bt)) lt=0 = [b, a]

dt
Thus to any element b € J we associate an operator ad, which acts on the Lie algebra:
ady: J = J, adpa = [b, a] .

This action defines a representation of the Lie algebra on itself. This representation is called adjoint.
To see that this is indeed representation we have to show that it preserves the commutation relations,
i.e. that from [z,y] = z it follows that

[adz, ady] = adz.
We compute
[adz,adylw = adz adyw — ady adzw = [z, [y, w]] — [y, [z, w]] = [z, [y, w]] + [y, [w, z]] =
[U), [ivy]] = Hx,y], w] = [Z,’IU] = adzw.

Here the Jacobi identity has been used.
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Semi-simple and simple Lie algebras. General classification of Lie algebras is a very complicated
problem. To make a progress simplifying assumptions about the structure of the algebra are needed.
The class of the so-called simple and semi-simple Lie algebras admits a complete classification.

A Lie subalgebra H of a Lie algebra J is a linear subspace H C J which is closed w.r.t. to the
commutation operation. An ideal H C J is a subspace in J such that for any z € J the following
relation holds

[, H] C H.

A Lie algebra J which does not have any ideals except the trivial one and the one coincident with J
is called simple. A Lie algebra which have no commutative (i.e. abelian) ideals is called semi-simple.
One can show that any semi-simple Lie algebra is a sum of simple Lie algebras. Consider for instance
the Lie algebra u(n) which is the algebra of anti-hermitian matrices

u+ut=0.

The Lie algebra su(n) is further distinguished by imposing the condition of vanishing trace: tru = 0.
The difference between u(n) and su(n) constitute all the matrices which are proportional to the
identity matrix ¢I. Since

[Ail,u] =0

the matrices proportional to il form an ideal in w(n) which is abelian. Thus, u(n) has the abelian
ideal and, therefore, u(n) is not semi-simple. In opposite, su(n) has no non-trivial ideals and
therefore it is the simple Lie algebra.

A powerful tool in the Lie theory is the so-called Cartan-Killing from on a Lie algebra. Consider
the adjoint representation of 7. The Cartan-Killing form on 7 is defined as

(a,b) = —tr(adgady)

for any two a,b € J. The following central theorem in the Lie algebra theory can be proven: A Lie
algebra is semi-simple if and only if its Cartan-Killing form is non-degenerate.

For a simple Lie algebra J of a group G the internal automorphisms Adg constitute the linear
irreducible representation (i.e. a representation which does not have invariant subspaces) of G in J.
Indeed, if Ad(g) has an invariant subspace H C J, i.e. gHg~* C H for any g then sending g to the
identity we will get

(T, HICH

i.e. H is an ideal which contradicts to the assumption that J is the semi-simple Lie algebra.

Cartan subalgebra. To demonstrate the construction of the adjoint representation and introduce
the notion of the Cartan subalgebra of the Lie algebra we use the concrete example of su(3). The Lie
algebra su(3) comprises the matrices of the form iM, where M is traceless 3 x 3 hermitian matrix.
The basis consists of eight matrices which we chose to be the Gell-Mann matrices:

01 0 0 —i 0 1 0 0
N o= 1 00|, x=[io0o0]|, x=[0-10
00 0 0 0 0 0 0 0
00 1 00 —i 00 0
M = |00 0], =100 0|, Xx=|001
100 i 0 0 010
00 0 L (10 0
M = |00 =i |, x=—=[01 0
00 0 V3o o -2



There are two diagonal matrices among these: A3 and Ag which we replace by T, = %)\3 and
Y = %)\& We introduce the following linear combinations of the generators

1 1 1
t:tzi()\liiAQ)v Ui:§(>\4ii)\5)a UL = 5()\6:&1)\3;)
One can easily compute, e.g.,
[ty t4] =0, [ty,t-]=2t,, [ty t.]=—t4, [ty uy]=0vy, [t4,u]=0,
[tr,v4] =0, [th,v-]=—u_, [ty ,y|=0.

Since the Lie algebra of su(3) is eight-dimensional the adjoint representation is eight-dimensional
too. Picking up (t4,t_,t,,us,u_,vy,v_,y) as the basis we can realize the adjoint action by 8 x 8
matrices. For instance,

ty 0 000 0 000 t,
t_ 0 020 0 000 t

t, -1 0 00 0 000 t,

ad uy | _] 0 000 0 100 Uy
Bl ul 0 000 0 000 u_
vy 0 000 0 000 U4

v_ 0 000 -1 000 v_

y 0 000 0 000 y

matrix realization of ¢4

Note that both ad;, and ad, are diagonal. Thus, if z = at, + by then ad, is also diagonal. Explicitly
we find

a 0 0 0 0 0 0 0

0 —a 0 0 0 0 0 0

0 0 0 0 0 0 0 0

al |0 0 0 —Fat+b 0 0 0 0
1o 0 o0 0 ta—b 0 0 0
0 0 0 0 0  za+b 0 0

0 0 0 0 0 0 —ia-b 0

0 0 0 0 0 0 0 0

In other words, the basis elements (t4,t_,t,,us,u_, vy, v_,y) are all eigenvectors of ad, with
eigenvalues a, —a, 0, —%a + b, %a — b, —%a — b and 0 respectively. The procedure we followed in
crucial for analysis of other (larger) Lie algebras. We found a two-dimensional subalgebra generated
by t, and y which is abelian. Further, we have chosen a basis for the rest of the Lie algebra such
that each element of the basis is an eigenvector of ad, if x is from this abelian subalgebra. This
abelian subalgebra is called the Cartan subalgebra.

In general the Cartan subalgebra H is determined in the following way. An element h € H is
called regular if ad, has as simple as possible number of zero eigenvalues (i.e. multiplicity of zero
eigenvalue is minimal). For instance, for su(3) the element ad;, has two zero eigenvalues, while ad,
has for zero eigenvalues. Thus, the element ad;_ is regular, while ad, is not. A Cartan subalgebra is
a mazximal commutative subalgebra which contains a regular element. In our example the subalgebra
generated by ¢, and y is commutative and its maximal since there is no other element we can add
to it which would not destroy the commutativity.

Roots. It is very important fact proved in the theory of Lie algebras that any simple Lie algebra
has a Cartan subalgebra and it admits a basis where each basis vector is an eigenstate of all Cartan
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generators; the corresponding eigenvalues depend of course on a Cartan generator. In our example
of su(3) for an element = = at, + by we have

ad$t+ = at+
adgt— = at_
adgt, = O0t,
1
adzus = (—ia + b)uy
1
adyu_ = (ia —b)u_
1
ad,vy = (ia +b)uy
1
adyv_ = (fia —b)u_
ad,y = Oy.

We see that all eigenvalues are linear functions of the Cartan element x, in other words, if we denote
by e, the six elements ti,vy,us and by h; the two Cartan elements .,y we can write all the
relations above as

[hi, h ]=0

[hiveal = a(hy)ea,

where a(h;) is a linear function of h;. The generators e,, which are eigenstates of the Cartan
subalgebra, are called root vectors, while the corresponding linear functions «(h) are called roots.
To every root vector e, we associate the root o which is a linear function on the Cartan sualgebra
H. Linear functions on H, by definition, form the dual space H* to the Cartan subalgebra H.

The Cartan-Weyl basis. Now we can also investigate what is the commutator of the root vectors.
By using the Jacobi identity we find

[h7 [eou 6@]] = _[eav [63, h]] - [6,37 [hv ea“ = (a(h) + B(h))[eav 65] :

This clearly means that there are three distinct possibilities

e [eq,eg] is zero
o [eq,eg] is a root vector with the root @ + 8

e o+ (=0 in which case [e,, eg] commutes with every h € H and, therefore, is an element of
the Cartan subalgebra.

Thus,
[eases] = Nageats
if a 4 B is a root,

[eou e—a] ~ hcx

and [eq,e5] = 0 if o + 3 is not a root. The numbers N, depend on the normalization of the
root vectors. The basis (h;, e,) of a Lie algebra with the properties described above is called
the Cartan- Weyl basis.
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